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EXECUTIVE SUMMARY

There is growing public concern about harmful online content and a corresponding call for regulation of platforms, with a specific focus on Section 230 of the Communications Decency Act. While these reforms are grounded in the mission to create healthier online environments, there has not been enough conversation on what meaningful indicators of what “healthier” look like and why identifying the right technology and policy strategies to achieve that vision are so challenging.

The purpose of this project is twofold:
1. Provide an overview of the current content moderation landscape and efforts to reform it to better ensure a greater diversity of stakeholders have a common understanding of the challenges.
2. Help the reader think about the future of content reform in a more nuanced, analytic, and future-focused way. Implementing new rules requires trade-offs, and it’s important to think through the positive and negative effects of rebalancing those trade-offs.

The paper begins with a challenge to the reader to put themselves into the mindset of a digital citizen, a government official, or an in-house content moderator. What we mean by a digital citizen, rather than simply a digital consumer, implies confronting the real-world trade-offs that are unavoidable in a system that operates on a global scale across many political and societal contexts. We then lay out general principles we used to guide our analysis throughout the paper. While many have debated elements of these principles, our goal in outlining them upfront is to establish the lens through which to read the paper.

The following section gives a general overview of challenges inherent to the current moderation landscape. It is followed by a summary of the legislation targeting Section 230 from the 116th and 117th Congressional sessions. We offer our analysis of legislative themes, as well as a brief outline of the political perspectives surrounding the content moderation conversation.

We detail why proposed legislation is unlikely to work, or be passed at all. To do that, we explore:
1. the benefits and challenges of the First Amendment and how it uniquely influences America’s relationship to our digital landscape,
2. the massive scale of content moderation and the intrinsic inevitability of conflict, and
3. the lack of data to universally define societal harm in regards to a digital action.

Lastly, we encourage the reader to explore four scenarios to help them think through what their ideal version of healthier platforms look like and what trade-offs it might take to arrive there. The paper concludes with a series of recommendations.
SUMMARY OF RECOMMENDATIONS

We believe that at a baseline, healthier platforms are more collaborative and trust-based. Given that, we propose that the calls we hear for “transparency” from all sides—academia, civil society, government, and industry—actually reflect a desire for a mutual sense of trust. Trust in this context does not mean a sense of blind faith. It means a belief in a system of checks and balances among all parties that protects against unconstrained and unchecked power. To move toward this type of a system, we detail four recommendations that can be implemented to support effective transparency and moderation.

1. **Maximize User Control**: Support greater portability, interoperability, and delegability allowing users to move their own data between platforms, easily communicate with people on different operating systems, and enable users to assign ownership to third-party systems to manage the flow of information on the platforms they choose to use.

2. **Use Data to Inform Research and Oversight**: Empower access for a trusted group of qualified researchers—academics, civil society organizations, and journalists—to secure data from social media platforms with the intention of creating an oversight mechanism on the design and implementation of the systems, rather than the content of the speech.\(^1\) The goal is independent verification and pressure on how these products impact social outcomes and what role the government should play in ensuring the protection of public safety.

3. **Focus on “Friction”**: Experiment with and document the effects of adding points of friction into social media platforms. Friction, in this case, means adding in tactics to slow down the uncontrolled virality of posts with the intention of ensuring that the fast spread is in line with each platform’s moderation practices.

4. **Educate the Next Generation**: Incorporate digital literacy curriculum into US schools to educate our youth to become responsible digital citizens.

---

INTRODUCTION

Congress is currently considering dozens of bills to amend, repeal, or reform Section 230, yet most are unlikely to pass. Others face steep hurdles. Media outlets and academics are intensifying their scrutiny of online platforms with few resulting changes. Despite the growing level of public discontent with platforms and the plethora of harmful content on them, progress is stagnant. Why?

We started our research project with a lofty goal in mind: to offer a new policy recommendation for platform governance. We conducted more than 30 interviews with experts from platforms, nonprofits, the federal government, and leading research universities. We reviewed hundreds of blog posts, academic journals, press articles, and podcasts about content reform. And we encountered numerous, varying, and equally valid opinions about Section 230 and how the state of public online discourse is changing our society, for better and for worse.

However, we found very few thorough explanations of why our content problems are hard to solve. And without a comprehensive understanding of what’s happening in this space—including the scale and scope of harmful content, the dynamics within tech companies, and the existing legal framework through which we view this problem—we believe society will continue the debate without a clear and satisfactory resolution.

In this paper, we focus on two main questions:

1. Why has it been so difficult to pass any of the proposed legislation targeting Section 230?
2. What should we do to mitigate harmful content online?

What is Section 230?

Section 230 of the Communications Decency Act was passed in 1996 with the goal of protecting the emerging Internet landscape in the United States. There had been a series of libel suits against Internet service providers (ISPs) for defamatory content on their websites, and Section 230 authors Ron Wyden (D-OR) and Chris Cox (R-CA) saw this as a major impediment to growth.

The Act states, in part, that “no provider or user of an interactive computer service shall be treated as a publisher or speaker of any information provided by another content provider.” This became the legal and policy framework that protects websites from civil liability should a user post something offensive or illegal on their platforms, with exceptions for copyright violations, sex work-related material, and violations of federal criminal law. It also provides immunity for the platforms to moderate content based on their own discretion and platform rules.

It is simultaneously one of the Internet’s greatest tools to protect freedom of speech and innovation and what has been blamed for the proliferation of hate speech, misinformation, extremism, and other harmful content.
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THE CHALLENGE TO THE READER

Many people say we need greater transparency to hold online platforms accountable for the content they host, but we have yet to clearly and universally agree on what that entails. We believe what people really want when they say “transparency” is trust in a system of checks and balances. In order to create healthier platforms, we must create a trust-based system where all parties—academia, civil society, government, the platforms, and users—trust each other with the data they are providing and the accountability surrounding that data.

The initial launch of web services, especially social media platforms, sought to bring people together to disseminate new and different ideas on a global scale. While those core elements of connectivity still exist, the question is how to ensure that those points of connectivity are primarily collaborative, not combative. A healthier platform is not just a better interface; it’s a better relationship among all those with a stake in the system.

It’s easy to call for action on the sidelines; it is harder to confront trade-offs that are inevitable in a system fueled by the real-time content of billions of individuals with varying cultures, languages, viewpoints, and motivations. While reading this paper, we encourage our readers to put themselves into the mindset of a digital citizen, a government official, or an in-house content moderator. What trade-offs might you be willing to make as you envision your version of a healthier platform?

Roles & Questions for the Reader

As a digital citizen, what would give you a greater sense of transparency than what the platforms currently provide?

As a government official, what levers could and would you use to try to achieve a more transparent system? How would you enforce those rules without infringing on user or platform rights?

As an in-house content moderator, how would you mitigate the inherent tension between the calls for transparency, security, and privacy?

As you consider these questions, we also challenge you to think beyond the platforms that frequently dominate the news cycle—especially Facebook—to any platform that utilizes user-generated content: 4chan, Pinterest, Twitch, Wikipedia, or Yelp.

We hope to spark discussion and help readers think more critically about issues that have been cast as binary. This is neither an apology for platform missteps, nor a blank check for governments or users. It’s intended in the spirit of finding space to build trust surrounding those tensions. It has become clear to all parties that real change—whether technological or regulatory—can and should happen.
GENERAL PRINCIPLES

The following five principles should be used to guide the reader:

1. Platforms Have First Amendment Rights

The First Amendment applies only to government suppression of speech. While states like Florida and Texas have passed laws that aim to prohibit large social media companies from banning users or removing content based on political viewpoints, the constitutionality of these laws has come under scrutiny. Platforms have the right as private entities to deny any kind of speech that doesn't align with the content moderation rules they've created.

2. There is Too Much Content to Moderate Perfectly in Real-Time

As of February 2020, more than 30,000 hours of video were uploaded to YouTube and roughly 350,000 tweets and 510,000 Facebook comments were posted every hour. Across Facebook, Messenger, Instagram, and WhatsApp, 1 billion stories are shared around the world every day. Moderating this amount of content at scale and in real-time becomes even more complex when you consider the world’s many languages and social contexts that moderators have to navigate when making content decisions. Moreover, content moderation decisions are inherently subjective, and most decisions occur in a gray area influenced by everything from coded language to suggestive imagery. Those who have had their content moderated are most likely going to disagree with the decision to have it taken down. This inherently means there is no way to moderate in a universally agreed upon way. According to a 2020 NYU Stern report, Facebook’s moderators review about 3 million posts, photos, and videos that have been flagged by AI or users a day, and Mark Zuckerberg has admitted content moderators make the wrong call more than 10% of the time. That means about 300,000 content mistakes are made per day on Facebook alone.

3. Content Moderation is Not Binary

The prevailing narratives are that platforms are either moderating too much or too little. However, that explanation is overly simplistic. Many platforms are trying in earnest to improve moderation practices, and they have not devoted enough resources to content moderation, do not give moderators sufficient time to make challenging content decisions that have long-term consequences, and do not properly support outsourced moderation teams. Not enough resources
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have been dedicated to correct bias within AI technology, and AI technology is not yet able to make the kind of nuanced decisions necessary to effectively moderate content on a global scale. These issues are complex, and the policy creation process to account for that complexity is typically iterative, which can seem unacceptably slow to those outside the platforms. No single solution will satisfy everyone, but we are seeing growing evidence of collaboration among platforms and technology professionals through groups like the Digital Trust and Safety Partnership and the Integrity Institute to create shared standards and practices.  

4. Algorithms are Driven by Attention

Algorithms dictate much of how and where our collective attention is focused, and platforms like Instagram or TikTok show you content they think you’ll like. Roughly 70% of recommended YouTube videos come from recommendation algorithms that are built on data collected from users. There is an inherent tension in the push and pull of these algorithms. For example, while you may not have searched for content that is served to you, the algorithm learned from content you’ve previously searched for or interacted with to infer what it should deliver. While platforms may not have full editorial control over all user-generated content, some have the ability to manipulate the lens through which you see your virtual world with their algorithms, which is arguably more powerful than an editorial pen.  

5. Not All Platforms are Equal

We talk about platforms as a monolithic entity, but each platform has its own features, size, and scope. Proposed solutions may be effective for one platform, but could make things worse for another. Sweeping changes—like making platforms liable for all automated content moderation decisions—are often economically feasible for big companies like Meta and Twitter but would present huge challenges for small platforms without the resources for automated screening or extensive content moderation teams.

---

THE CURRENT MODERATION LANDSCAPE

Platform moderation refers to the efforts of in-house policy teams, (mostly) outsourced moderation teams, AI, and internal content moderation policies to limit the amount of harmful and illegal content online. The thresholds for different kinds of content vary by platform, except for those issues that are illegal regardless of medium (e.g., child sexual abuse material). While content moderation began as a way to create safer spaces on the Internet, many people now think content moderation teams should identify misinformation, safeguard democracy, and prevent social unrest, all in real-time.

It is often difficult for content moderators to decide if content has violated terms of use and/or community standards. One clear example of this is what many “trust and safety” professionals—those who develop and enforce the policies defining acceptable behavior and content online—described as “harmful and dangerous” content. This category includes the viral challenges and threatening pranks that periodically become popular, such as the “Tide Pod Challenge.” These tech employees are responsible for trying to stay ahead of every bizarre new trend that arises, and each one we interviewed—regardless of platform—talked about the constant stress they feel as they learn about new facets of what their jobs entail. Were they supposed to have predicted teenagers would start eating Tide Pods? Where is the line between what one could consider a minor prank and what could inspire others to self-harm? How does a new, emerging trend rank among the many others they’re monitoring at the same time?

Moderators face similar struggles with coded language. Many extremist and conspiracy groups regularly change keywords and visuals to avoid detection, which keeps moderators guessing about what content is inciting violent or harmful behavior. Qanon is perhaps the most well-known example; social networks amended policies to limit Qanon’s ability to organize, prompting the group to adopt visuals, memes, screenshots, and coded language to evade detection. Similarly, teenagers are using emojis and coded language to find and buy drugs.

Although we understand the challenges faced by the policy developers and enforcers we spoke to, we also acknowledge that some platforms are not dedicating enough resources to these moderation challenges. Let’s take Facebook for example. The “Facebook Files” leaked in 2021 depict a company struggling to contend with, and often neglecting, known content challenges, particularly in languages other than English. The files revealed that 87% of Facebook’s operational budget to combat disinformation goes to protecting users in the US, who make up just 10% of its
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user base.\textsuperscript{14} These documents show Facebook employees internally questioned the efficacy of the company’s moderation technology and approach, yet Facebook did not appear to respond to many of the concerns until the papers were publicly released and widespread scrutiny followed.\textsuperscript{15}

One of the many reasons that Facebook and so many other platforms want to impact how, if at all, Section 230 is changed is to avoid impacts on their business models. To date, the law has afforded these platforms legal protection to experiment with different forms of enforcement in an iterative learning process. However, due to increased scrutiny by both the public and by policymakers, that law and its protection is now up for debate.


AN EXPLORATION OF LEGISLATION TARGETING SECTION 230

Below is a broad overview of how policymakers attempting to reform Section 230 have defined the problem and potential solutions to-date, followed by our analysis of the hurdles facing each bill. For an in-depth review, the CITRIS Policy Lab has created a database of all federally proposed legislation from the 116th and 117th Congressional sessions that explicitly reference Section 230. Many other pieces of legislation informed our research, some of which are noted in this paper. However, the database is limited to this narrow criterion to get a clear understanding of the calls to action by Democrats, Republicans, and bipartisan co-sponsors who aim to directly affect the future of Section 230. Both sides of the aisle have called for reform, and their proposals generally fall under eight themes.

Eight Legislative Themes of Section 230 Legislation

- Complete repeal of Section 230 immunity
- Establish new governing body to oversee technology regulation
- Government-regulated transparency reporting
- Remove Section 230 immunity for over-moderation of content
- Remove Section 230 immunity for under-moderation of content
- Remove Section 230 immunity for algorithmically amplified content
- Remove Section 230 immunity and reclassify large Internet service providers as common carriers
- Remove Section 230 immunity for individual carve-outs of unlawful subject matter such as child sexual abuse material

The primary challenge facing the majority of the proposed bills is that they are not written with clear implementation and accountability mechanisms. Broadly speaking, legislation proposed by Democrats have framed the platforms as valuing profits over people. They want to expand the language of liability to ensure that platforms are held accountable for anything that causes “irreparable harm and/or public risk.”

Republican-proposed legislation, on the other hand, wants to narrow the language of immunity from the current framing of “otherwise objectionable” and replace it with concrete terms of “unlawful” content, therefore removing the ability to moderate based on the platform’s subjective
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16 The views and findings in this section—and the paper more broadly—are based on research conducted through the CITRIS Policy Lab and are not affiliated with the authors’ employers or any other organization.
perception of public harm. Both sides call for increased transparency measures and government oversight, reflecting society’s and governments’ growing distrust of Internet platforms.

Two broad themes emerged in these congressional sessions, which reflect more nuanced thinking about tech platforms than we saw in the early days of Big Tech-focused congressional hearings:

- **Algorithms:** These bills explore how the algorithms prioritize salacious or harmful content to promote user engagement. Most platforms appear to prefer algorithmic prioritization over other types of categorization, like chronological feeds. Algorithmic curation that promotes—whether intentional or not—harmful content has prompted concern about technology companies’ focus on engagement over public welfare.

- **Common Carriers:** These bills seek to define platforms as common carriers or public utilities, which would require them to treat all legal content equally and refrain from moderation outside of strictly illegal content. These calls have primarily come from Republican politicians, which reflects Republican distrust in platforms’ political neutrality. As of 2021, 92% of Republicans believe that social media sites intentionally censor political viewpoints they find objectionable. However, several reputable studies have concluded that right-leaning platforms most frequently publish demonstrably false content.

Questions for the Reader

- Who should determine what constitutes “harm” or “risk” and on what criteria? The government? The platforms? An external third party?
- What online privileges would you be willing to give up to increase the burden of liability on the platforms to curb harmful content and violent organizing? Real-time posting? User-driven moderation? The ability to comment on posts and videos? The ability to share content from sources that haven’t been verified by the platforms?
- Would you be willing to give up an algorithm that learns your preferences in exchange for more limited opportunities for those algorithms to show “harmful” content?
- Do you believe platforms are a public right? Should they be treated as public utilities?
- What government entity should be charged with content moderation oversight, and how would protections be put into place to ensure citizens’ privacy is safeguarded?
- Can we ensure the standards of what constitutes harm don’t change based on which politician or party is in power? How?
- How much should the government attempt to regulate this space? Where is the line between citizen safety and government overreach?
- Should the Republicans succeed in constraining Section 230, how would you determine who is sharing true vs. false information?
- Should the Democrats succeed in constraining Section 230, how would you determine what causes “irreparable harm” to society?
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WHY PROPOSED LEGISLATION IS UNLIKELY TO WORK (OR BE PASSED AT ALL)

America’s Blessing and Curse: We Are Bound to the First Amendment

In the United States, in most cases, you can say almost anything about an individual or group of people regarding their gender, race, religion, sexual orientation, or political affiliation. This is the blessing and the curse of the First Amendment. It allows a free flow of ideas and dialogue that question social norms and government power structures—like the #MeToo and #BlackLivesMatter movements—without fear of reprisal from the government.

However, the First Amendment also allows for mis- and disinformation to circulate and take hold in our society. In 2021, the Center for Countering Digital Hate found that just twelve individuals, known as the “Disinformation Dozen,” were responsible for 65% of anti-vaccine content online globally.

If you’re upset that Twitter and Facebook keep removing content that favors your political viewpoints, Your problem is with the First Amendment, not Section 230.

If you’re upset that your favorite social media site won’t take down content that offends you, Your problem is with the First Amendment, not Section 230.

If you wish social media services had to be politically neutral, Your problem is with the First Amendment, not Section 230.

- Jess Miers, TechDirt
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Content Moderation at Scale is Difficult to Do Well

And thus, throwing humility to the wind, I’d like to propose Masnick’s Impossibility Theorem, as a sort of play on Arrow’s Impossibility Theorem. Content moderation at scale is impossible to do well. More specifically, it will always end up frustrating very large segments of the population and will always fail to accurately represent the “proper” level of moderation of anyone.

- Mike Masnick, TechDirt

Economist Kenneth Arrow’s Impossibility Theorem argues there cannot be a perfect voting system that reflects the will of the people. No matter which system is used, there will be an inherent unfairness to it. Editor of TechDirt Mike Masnick believes the same to be true of content moderation.

The vast majority of individuals want moderated digital spaces. No one wants an inbox full of spam or a social platform solely filled with abusive and harassing content. And while we can rely on technology to filter out some words, phrases, and images that directly correlate to the rules, most negative content is harmful within a specific context. Context is extremely difficult to automate and rarely universally agreed upon. So if the experts can’t agree, how can we legislate what “over-” or “under-” moderation looks like across a broad variety of platforms?

“Last year, when we turned an entire conference of ‘content moderation’ specialists into content moderators for an hour, we found that there were exactly zero cases where we could get all attendees to agree on what should be done in any of the eight cases we presented.”

- Mike Masnick, TechDirt
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25 Ibid.
We Don't Have Enough Data to Objectively Define Digital Social Harms

We know people pay attention to things that are scary and dangerous from an evolutionary perspective, just as they gravitate towards vice from a biological perspective. It’s why some algorithms have come under fire—they are built to continually customize their suggestions to the emotions that drive each individual user’s behavior online.

In many non-digital cases of scary and dangerous things—such as smoking, drunk driving, and industrial pollution—the government intervened to study their effects and create corresponding bills to address the identified harms. Many advocacy organizations have warned about the “attention economy,” in which platforms are incentivized to keep you on their sites or apps as long as possible and by any means possible to optimize their advertising profits. Harmful effects of the attention economy range from increases in teenage depression rates to distrust in our electoral systems based on the rise of conspiracy theories online. However, these claims are often based on external and/or incomplete data. There have not yet been government-mandated, peer-reviewed studies to inform policymakers’ ability to define and regulate these psychosocial harms. However, change is on the horizon with legislation proposed in the European Union and in the United States that may compel platforms to make data available for research and oversight purposes.
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FOCUSING ON THE FUTURE: BEWARE OF SECOND-ORDER EFFECTS

Some of the proposed legislation outlined above could fundamentally change the Internet and how we use it to find information and interact with others. On top of incomplete data, much of the proposed legislation appears to be based on simplistic cause and effect analysis that fails to take damaging second- and third-order effects into account. For example, some argue that revoking Section 230 protections will force platforms to moderate every post, video, or image, ridding the Internet of “bad” content. However, regulation is never that simple; it comes with trade-offs. In that hypothetical case, forcing platforms to accept liability for third-party content would probably prompt some to stop allowing third-party content altogether given the high stakes and the costs of moderation at that scale.

Scenarios Analysis

We conducted a scenarios analysis exercise to think through what the Internet might look like if two of the key points of contention in the content moderation debate change: transparency and the level and scope of moderation. Government-mandated adjustments to these factors have the potential to drive the most dramatic evolution of the content moderation landscape.

This exercise is intended to improve understanding of what an online world is likely to look if transparency and moderation tactics change. This exercise is not intended to predict the individual effects of legislative or regulatory change; rather, it is an effort to explore the broader implications of these tactics. This allows us to focus on how to navigate the uncertainties of the highly dynamic tech policy space without focusing on specific details that may or may not play out as we have described.

Our scenarios analysis considers six distinct factors to help provide a well-rounded view of each potential future: political, economic, social, security, technological, and environmental/health. The center of the four quadrants is our origin point—how each of us uniquely views the online content ecosystem in 2022 given there are no universal definitions of moderation and transparency as they relate to the Internet. One person may see a platform like Twitter as highly moderated, while another sees it as barely moderated.

For the purposes of this exercise, new government policies would have the following effects on moderation and transparency:

- **High Moderation**: Platforms more actively monitor, flag, and remove content than the current status quo.
- **Low Moderation**: Platforms less actively monitor, flag, and remove content than the current status quo.
- **High Transparency**: Platforms increase self-reporting and external access to platform information than the current status quo.
- **Low Transparency**: Platforms decrease self-reporting and external access to platform information than the current status quo.
SCENARIO NARRATIVES

High Moderation

Scenario 1: Platforms as Judge
No changes to Section 230 have passed, but platforms are responding to increased public pressure to moderate aggressively. Differences between platform options have become more pronounced as they increase both their technological and human capacity for moderation. However, this increased scrutiny has led to platforms pulling back on the public reporting and research partnerships due to a lack of incentive. The claim that platforms are swaying elections increases based on that lack of transparency, which has deepened partisan distrust in the US electoral system.

Scenario 2: Government Watchdogs
The US Government has required platforms to tightly moderate many different categories of illegal and unprotected speech, image, and video content. Platforms are also legally obligated to be fully transparent about why and how they make their moderation decisions. Given the range of regulated content, platforms no longer allow real-time posting; each new comment, image, and/or video is subject to review. The US tech economy becomes less profitable and innovative, creating room for Chinese companies to dominate the global economy.

Scenario 3: More Money, More Politics
Congress has backed off its regulatory push against Section 230 and turned their focus toward antitrust with the idea that the fear of being broken up will incentivize good behavior. Platforms have begun to pour even more money into politics. They develop increasingly close ties with the police to show the benefits of the large scale data they provide, provoking a mass outcry about the human rights implications of sharing user data. Users are disillusioned with both policymakers and platforms.

Scenario 4: User-Driven and Distributed
Congress has passed legislation that requires full and detailed transparency about what platforms allow online. The federal government itself will not prosecute, but has opened the door to civil liability should users feel they have been wronged by moderation. Given the requirement for clear and consistent rules, many platforms default to under-moderating (other than clearly illegal content) in favor of free speech to minimize potential for liability.

Low Transparency

Low Moderation

Status Quo

High Transparency
Contemplating Trade-Offs

As you consider each of the four scenarios, challenge yourself to think through each in the role of a digital citizen, government official, and in-house content moderator. In taking on each role, consider the different opportunities and constraints you face and how these affect your actions.

Questions for the Reader

- What future scenario leads to your ideal vision for the web?
- What trade-offs would you be willing to make politically, socially, economically and technologically to get there?
- What happens in the best case for each scenario?
- Who are the winners and the losers in each scenario? Does it feel fair and equitable to you?

Scenario 1: Platforms as Judge (high moderation / low transparency)

No changes to Section 230 have passed, but platforms are responding to increased public pressure to moderate aggressively. Differences between platform options have become more pronounced as they increase both their technological and human capacity for moderation. However, this increased scrutiny has led to platforms pulling back on the public reporting and research partnerships due to a lack of incentive. The claim that platforms are swaying elections increases based on that lack of transparency, which has deepened partisan distrust in the US electoral system.

- Large platforms hire more moderators with language, geographic, and issue area expertise to better identify harmful content based on cultural and social contexts.
- Large companies also improve investment into AI capabilities and the application of automated decision making.
- The ability to choose specific sites and apps creates more echo chambers, increasing polarization. Misinformation, radical rhetoric, and other harmful content proliferates on these platforms before the government shuts them down due to moderation violations, creating a whack-a-mole effect.
- Many platforms conduct backroom deals with authoritarian or otherwise problematic governments. Some internal company cultures keep platforms from building these relationships, although it is often difficult for the government or public to determine which companies are engaging in such behaviors.
Scenario 2: Government Watchdogs (high moderation / high transparency)
The US Government has required platforms to moderate many different categories of speech, image, and video content. Platforms are also legally obligated to be fully transparent about why and how they make their moderation decisions. Given the range of regulated content, platforms no longer allow content to be posted in real-time; each new post, comment, image, and/or video is subject to review. The US tech economy becomes less profitable and innovative, creating room for Chinese companies to dominate the global economy.

- A new federal agency is created and generations of government bureaucrats become specialists in the many distinct categories of content.
- Platforms with sufficient resources have invested in AI and are able to speed up the review process. Less profitable platforms are forced out of the market due to slow review times, making it difficult for new companies to enter without significant venture capital investment.
- Small platforms routinely appear to subvert regulation and engage in prohibited forms of discussion or content creation. These platforms often disappear without notice, but do outsized harm while active.
- News commentators, both in the US and abroad, opine on whether regulation has drifted into censorship and if the US is backsliding on its democratic values. Others praise the system for ridding the Internet of harmful and dangerous content.

Scenario 3: More Money, More Politics (low moderation / low transparency)
Congress has backed off its regulatory push against Section 230 and turned their focus toward antitrust with the idea that the fear of being broken up will incentivize good behavior. Platforms, in response, have begun to pour even more money into lobbying, and they develop increasingly close ties with law enforcement and intelligence agencies to show the benefits of the large-scale data they provide, provoking a mass outcry about the human rights implications of sharing user data. Users are disillusioned with both policymakers and the platforms.

- There is a large uptick in anecdotal evidence of body image concerns, racial and political divides, and suicides because of online harassment, although researchers lack data to back up claims given the lack of transparency.
- US allies publicly express concern about the lack of US reform and increase their own regulation, ban US sites, and/or create walled gardens to keep their citizens safe from the uptick in harmful content.
- Countries that are antagonistic to the US point to it as an example of moral corruption.
- Platforms turn their focus toward web3 and the metaverse, with the hope that newer versions of their services will result in a different relationship with users and policymakers.
Scenario 4: User-Driven and Distributed (low moderation / high transparency)

Congress has passed legislation that requires full and detailed transparency about what platforms allow online. The federal government itself will not prosecute but has opened the door to civil liability should users feel they have been wronged by moderation. Given the requirement for clear and consistent rules, many platforms default to under-moderating (other than clearly illegal content) in favor of free speech to minimize potential for liability.

- Academics, journalists, and policymakers gain unprecedented levels of access to platform data resulting in a greater understanding of the trends and impacts of online activities.
- An initial flurry of lawsuits results in some consistent precedents set, but even platforms marketing themselves as “safe online spaces” hoping to appeal to people looking for a more positive user experience face consistent challenges with community norms and lawsuits impeding their growth.
- Negative content like hate speech and misinformation proliferate in the developing world because there’s less pressure for platforms to acquire foreign language capabilities. Hate crimes and political conflict, similar to the genocide in Myanmar,\(^{28}\) spike.
- The difference in dynamics and resources between richer and poorer countries creates a digital divide with stark differences in user experiences.

Reflecting on the Unknown

Each of the potential futures described above comes with trade-offs, uncertainties, and unintended consequences we can’t yet fully grasp. The scenarios were built with our understanding of the Internet in 2022; new technologies, changes in US political dynamics, and foreign Internet regulation are just a few dynamics that are likely to shift the scenarios we’ve outlined. Please consider the following questions as you reflect on your version of better platform transparency and content moderation based on the above scenarios.

Questions for the Reader

- What role will platforms play in society 10 years from now? Twenty years from now?
- What new types of harmful content might these platforms host?
- How will the evolution of our most commonly used products—smartphones, tablets, smartwatches, computers, etc.—change how people interact with content?
- How will current companies adapt to changes in regulation and technology?
- How will new competitors contribute to or lessen our content moderation dilemmas?
- How will geopolitical and market dynamics affect these futures?
- Will this regulation constrain or foster innovation?
- How will younger generations feel about these challenges and approach regulation?

Platforms have had a society-shaping influence of a magnitude inconceivable only a few decades ago, and in the scenarios above, we see the potential for legislation to dramatically change our lives across political, economic, social, security, technological, and environmental/health dimensions. However, change is inevitable. As we work toward responsible and effective legislation, we offer a series of recommendations to continue progress toward a better platform transparency and content moderation.
RECOMMENDATIONS

Recommendation 1: Maximize User Control

“It is the policy of the United States...to encourage the development of technologies which maximize user control over what information is received by individuals...who use the internet.”

- From Section 230 of the Communications Decency Act

If the First Amendment encourages freedom of expression, does Section 230 encourage freedom of impression? In their piece Delegability, Or, The Twenty-Nine Words that the Internet Forgot, Richard Reisman and Chris Riley interpret the text of Section 230 as "an aspirational statement of individual agency over the receipt, not the production, of information." This idea is best illustrated through three primary concepts:

- **Portability** gives the user the ability to securely transfer their own data to another user or a competing platform, breaking the monopolistic cycle of network effects. This means smaller platforms could have a chance to compete against the incumbent players as users move their data from one platform to another.

- **Interoperability** gives the user the ability to seamlessly communicate with a user of a competing platform, similar to the ability to call anyone regardless of the phone plan they use.

- **Delegatability** gives the user the ability to delegate authority to “infomediaries” (information intermediary)—or companies that serve as a middleman between you and the platform. Users would be able to choose the filters and experience they could have on the Internet, while these companies handle the technical integration and compliance with the platforms.

These concepts first gained traction in 2019 with the introduction of the bi-partisan ACCESS Act, which was recently reintroduced in 2022 with the goal of putting "consumers in the driver’s seat when it comes to how and where they use social.” The intention is to move beyond the debates surrounding the legality of the content on the Internet and focus more on giving consumers greater choice and access to their own experience.

---


The idea of a customizable web experience lends itself to the concern that filter bubbles will worsen. The counterargument is that this filtering system would actually serve to sideline those trolls into smaller communities that wouldn’t have the opportunity to attract new and vulnerable users. While we don’t have to like it, we do have to acknowledge that those with divisive viewpoints have the right to express those viewpoints.  

**Recommendation 2: Use Data to Inform Research and Oversight**

> “Clearly, we can’t rely on the platforms alone to reduce these harms on their own. Members of this committee will understand that we need to base solutions on independent, rigorous, scientific inquiry based on concrete data...Every day that my team cannot access the data needed to do their research puts us further behind in the race to find answers...It’s time for Congress to act to ensure that researchers, journalists, and the public have access to the data we need to both study online misinformation and build real solutions.”

- Laura Edelson, Congressional Testimony, September 2021

The biggest names in tech have used targeted advertising to fund their platforms and generate revenue, incentivizing them to create and leverage an immense amount of user data. Google, for example, launched AdWords in 2000, and by 2021, it was a $209.5B business. Tracking users’ activity to create search suggestions and targeted ads, coupled with the default settings that allow Google to access users’ locations, has allowed Google to build shockingly accurate profiles. A journalist in early 2022 downloaded all the data Google had accumulated on her, which amounted to 2 GB or roughly 1.5 million word documents.

Improving researcher access to the wealth of data tech companies have accumulated for empirical research will allow policymakers to produce evidence-based proposals. There is currently no government mandate for the platforms to enter into research partnerships or a way to hold platforms accountable when data reveal wrongdoings.

---


Two bills that attempt to address the data and research gap are compelling:

- **The Platform Accountability and Transparency Act (PATA)**, proposed in December 2021, addresses the issue of researcher access. The bill mandates that platforms make data available to qualified researchers who are affiliated with a university and pursuing projects that have been approved by the National Science Foundation (NSF). The government would establish the Platform Accountability and Transparency Office (PATO—responsible for the security of the data access and transfer between the researchers and platform—under the Federal Trade Commission (FTC).  

- **The Algorithmic Accountability Act of 2022** calls for impact assessments in which platforms would disclose the algorithm training dataset and demographics, expected and measured ethical and social consequences, and steps taken to consult with impacted communities. These assessments would inform an annual FTC anonymized trend report. It would also establish a repository of information where consumers and advocates can review which critical decisions have been automated by companies tracked to data sources, high level metrics, and how to contest decisions.

Similar to food safety, controlled substances, waste management and environmental harms, these types of data collection and impact assessments would hold companies accountable for social harms. The difference is that with those examples, it is possible to conduct independent studies that establish clear and factual connections to health challenges. We don't have a fully representative and universally accepted view of how social media platforms amplify content and tailor suggestions for users because of privacy and First Amendment protections. Instead, we can focus on understanding how platform algorithms influence what we buy, what we believe, and what we engage with. With that knowledge, policymakers can create effective legislation and users can apply pressure on the companies to create safer platforms.

**Recommendation 3: Focus on “Friction”**

Even if we’re able to collect meaningful data, craft tailored and influential legislation, and curb the amount of harmful content, people will continue to engage in bad behavior online. Some of this behavior is clearly intentional; bad actors routinely upload child sexual abuse material, spread hateful rhetoric, and engage in cyberbullying. But there are also plenty of people who don’t realize that what they’re doing contributes to a negative digital culture and environment. Some who spread misinformation may truly believe in what they’re sharing or not recognize it as false.

---


While we work on creating better solutions for platforms, civil society, and governments, how can we encourage people to be better digital citizens to help mitigate bad behavior? What would incentivize people to care more about their online spaces?

In James Madison's Federalist papers, he states that "where no substantial occasion presents itself, the most frivolous and fanciful distinctions have been sufficient to kindle their unfriendly passions and excite their most violent conflicts." The goal in drafting the US Constitution was to create friction points to ensure that the core elements of a sustainable democracy were not overly malleable to changing political passions.

According to social psychologist Jonathan Haidt, there are three major forces that create successful democracies:

- Social capital (extensive social networks with high levels of trust)
- Shared stories
- Strong institutions

In his piece, *Why the Last Ten Years of American Life Have Been Uniquely Stupid*, Haidt explores how all three have been systematically eroded by social media's focus on virality rather than the friction Madison knew was necessary for a civil functional society.

With the introduction of shares, likes, and retweets, social media platforms moved away from the goal of strengthening these necessary social ties and towards the goal of increased engagement by the masses. Algorithms were developed to deliver users content they predicted would generate a "like" or interaction. The problem was that when users began to understand that the more triggering and divisive content got the most attention, they began to post accordingly. The commonly used term "engagement equals enragement" sums up the fact that social media has been weaponized to trigger our emotions, against each other, our institutions, and our democracy.

In her testimony to Congress, Facebook whistleblower Frances Haugen pointed to simple "viewpoint neutral" changes that could influence the underlying nature of how we interact with each other online without infringing on First Amendment rights. These include modifying the "share" function on Facebook so that after any content has been shared twice, the third person in the chain must take the time to copy and paste the content into a new post in order to slow the spread of content.

---


The Social Media NUDGE Act is a 2022 bi-partisan bill co-sponsored by Sens. Amy Klobuchar (D-MN) and Cynthia Lummis (R-WY). The Act empowers the NSF and the National Academies of Sciences, Engineering, and Medicine to develop “content neutral” approaches to adding friction to social media platforms. The FTC would oversee the enforcement of those approaches, and platforms that violate the rules would be subject to prosecution based on unfair and deceptive practices.\(^{44}\)

Encouraging experimentation with clear transparency about how friction is implemented and how it affects users will help ensure more equitable outcomes. The shadow side of content neutrality is that while these measures may break the virality of misinformation, they may also break the virality of important social movements like #MeToo. We must begin to create an open dialogue between the government, users, and platforms to determine the right way to hold and pass the microphone to keep society growing and thriving.

**Recommendation 4: Educate the Next Generation**

A 2019 Stanford University study found that two-thirds of high school students could not tell the difference between a news story and a sponsored ad, and 52% believed that a low-quality video claiming to show ballot stuffing in the US (actually shot in Russia) was “strong evidence” of voter fraud, despite an abundance of easily discoverable articles that negated the claim.\(^{45}\) These results are troubling and underscore the urgent need for high-quality digital literacy education.

Thirteen states and counting have introduced or passed legislation in 2022 focused on improving digital literacy and digital citizenship.\(^{46}\) In 2019, Senator Amy Klobuchar (D-MN) proposed the Revive Digital Citizenship and Media Literacy Act, which would create a grant program to develop state-wide media literacy education guidelines, incorporate it into curriculums, hire experienced media literacy educators, and promote media literacy training for educators.\(^ {47}\) Reviving this bill or drafting a similar piece of legislation would establish a common baseline for online content education and arm the next generation with better tools to combat mis-/disinformation and other online social harms. Creating an informed public capable of community, civic, and democratic engagement starts with educating our youth to take responsibility for the content they create, share, and consume.


\(^{46}\) EveryLibrary. “Good Bills We’re Following this Session.” April 2, 2022. [https://www.everylibrary.org/good_bills_this_session](https://www.everylibrary.org/good_bills_this_session).

CONCLUSION

Section 230 and the general content moderation landscape are complex topics, even for the most well-versed scholars and policy experts. Our society lacks a shared understanding of what constitutes harmful content, in addition to the wide variety of (and sometimes uninformed) perspectives about how to approach the problem. Given the high social, political, economic, and health stakes of regulation, it is not a decision we should make quickly or lightly. Creating mechanisms that build trust between and educate all stakeholders is a necessary component of legislative reform. And imparting a certain amount of responsibility onto users will alleviate some of the burden on civil society, government, and platforms. It's crucial that we all play our part in supporting more responsible platforms.
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