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Implementation of “smart city” technologies are gaining increasing pop-
ularity as cities throughout the country seek to improve efficiency and 
livability. Driven by technological innovations that utilize interconnected 
networks, algorithms, and AI to predict future trends and suggest interven-
tions, these technologies often require the collection of massive amounts 
of data. In doing so, residents are at increased risk of surveillance and 
cyberattacks. Yet cities are often not transparent about the risks these 
technologies pose to residents. Further, many of the promises of smart city 
technologies, such as improved efficiency, equity, and environmental bene-
fits, are often not realized due to the complexities of the data collected and 
the failure of cities to hire experienced personnel. Due to these limitations, 
the proposed benefits of smart cities are often lacking, yet the negative 
consequences of surveillance and cybersecurity attacks are prominent. 

This report provides concrete recommendations grounded in critical race, 
feminist, and disability rights scholarships that emphasizes the importance 
of centering marginalized voices within smart cities. The report concludes 
with priority policy recommendations to better ensure transparent, account-
able, and equitable use of smart city technologies, such as: meaningfully 
engaging community residents, hiring independent auditors, not unneces-
sarily retaining personal information, prioritizing the needs of marginalized 
communities, building “consentful tech,” and hiring knowledgeable and 
culturally competent staff.

Executive Summary
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INTRODUCTION
Within the last ten years, “smart cities” have arisen as a global phenom-
enon that promises interconnected technologies to improve urban living 
and governance. Some of the technologies embedded within smart cities 
include smart streetlights, free city-wide wi-fi, sustainable energy sources, 
traffic management through artificial intelligence, smart utility meters for 
more efficient energy consumption, and air quality monitors. These tech-
nologies are often connected through the “Internet of Things” (IoT), which 
Germaine Halegoua defines as: “...a network of devices, including everyday 
objects and appliances (such as refrigerators, washing machines, trash 
cans), that are connected to the Internet, allowing people and objects as 
well as objects and other objects to communicate or exchange information” 
(Haleguoa, 2020, p. 187). This web of connected devices (e.g., sensors, 
lights, and meters) collects and analyzes data, which cities can then use to 
improve infrastructure, public utilities and increase services for residents 
(Business Insider, 2021).

However, while “smart” has become a key buzzword in urban planning, the 
concept is still largely undefined (Halegoua 2020; Sadowski and Pasquale 
2015). As Sadowski and Pasquale state:

In the face of such a nebulous concept, corporations have become the 
primary force in defining what smart cities entail, allowing them to cultivate 
essential products for achieving “smartness.” This vague definition is de-
picted in the image below, which TechTarget (2020), a leading voice in the 
IoT and smart city field produced. When developing their graphic to better 
explain what a smart city requires, the designers included essential infra-
structures found in cities, such as buildings, government, transportation, 
and even citizens, and simply added the word “smart” to them.

The label is treated like a floating signifier that can change refer-
ences whenever needed. Allowing for a flexible, dynamic space in 
which to plug a variety of products, practices, and policies. Giving 
them discursive cover in case they need to distance themselves if 
something goes wrong or doesn’t deliver on a promise” (Sadowski 
and Pasquale, 2015, p. 3).
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The presumed purposes of these technologies are often shaped by the 
disparate claims voiced in the promotional materials of competing corpo-
rations in the smart city market. But one key component is the collection 
of vast amounts of data as a means to interpret, as well as predict, the 
future trends of urban locales (Halegoua 2020, p. 5).  This often includes 
a wide range of interconnected technologies, culminating in a vast network 
of digital infrastructure intended to shape, monitor, and improve every as-
pect of urban living. However, whether smart technologies deliver on their 
supposed promises is a point of contention.

San Diego’s implementation of smart streetlights serves as a prime ex-
ample of the limitations of technology within the smart city. In 2015, San 
Diego became the first city in the United States to pilot smart streetlights. 
The promotional materials, provided by General Electric, as well as an-
nouncements released by city-officials, claimed that smart streetlights 
could track weather conditions, bike and foot traffic, and available parking 
to guide city planners over whether and where to implement bike paths 
and crosswalks, how to respond to changing weather conditions in the face 
of climate change, and even improve the city’s environmental footprint by 
directing when streetlights should be dimmed.

While these are all promising outcomes, the reality has been quite dif-

Smart City Components According to the Internet of Things Agenda (TechTarget Contributors 2020)
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to decrease traffic congestion, increase safety for bikers and pedestrians, 
or provide more public parking spaces. This is mainly because the data 
collected is uninterpretable and unreliable because the city did not have 
the foresight to hire the proper analysts needed and because the sheer 
amount of data was difficult to parse (Marx 2020).

Halegoua highlights how the issues facing San Diego are a common occur-
rence in the smart city movement. Urban planners, in a rush to acquire the 
designation of “smart,” quickly adopt technologies designed and marketed 
by corporations with little public insight. This results in the mass collection 
of mounting data with no clear understanding of the intended purpose. 
Halegoua suggests this occurrence is driven by the clever marketing of 
“smart” as an indicator of modernity, progress, and superiority. As she 
states:

Labeling a city as ‘smart’ is a political and ideological choice. The 
term ‘smart city’ implies a hierarchy in which certain cities are per-
ceived as ‘smarter’ than others and provides a general benchmark or 
goal for development; to attain this title, products and services can 
be sold and citizenry mobilized” (Halegoua, 2020, p.6).
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THE PERIL OF SMART CITIES
Even if smart technologies cannot deliver on their intended benefits, they 
are capable of collecting vast amounts of data, which raises serious con-
cerns for surveillance, transparency, and accountability. This occurrence is 
even more alarming considering the interconnected nature of urban tech-
nology. The Internet of Things (IoT) has afforded cities the ability to con-
nect all “smart” technologies, allowing various sensors to “talk” (i.e., share 
data) to one another (Ranger 2020). Cities have praised this innovation for 
increasing efficiency, but the potential of IoT raises serious concerns, such 
as surveillance and cybersecurity risks. 

Surveillance Risks

Smart cities often operate under the assumption that their data collection 
only includes “technical information,” such as visual imagery and sound. 
These forms of data are afforded fewer privacy protections than personal-
ly identifiable information (PII), such as someone’s name, address, Social 
Security Number, etc. This is a delineation that the city of Chicago has 
also adopted in regard to smart streetlights. When explicitly asked about 
the collection of PII through streetlight cameras, they stated: “These imag-
es will contain no sensitive PII, but some may show faces or license plate 
num numbers” (Array of Things 2016).
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However, with the widespread adoption of technologies throughout urban 
locales, the distinction between technical information and PII is no longer 
clear-cut. When considering that smart technologies exist in conversation 
with one another, this creates numerous data points that can collectively 
provide intricate details about a person’s life. The IoT can drastically in-
crease the amount of information obtained from just one image (Green, 
2019, 93). With the widespread adoption of facial recognition software and 
license plate readers, it is now possible to know the name and perhaps the 
address of an individual from just one photo. Many smart technologies are 
also equipped with public wifi, which unsuspecting cell phone users might 
utilize without realizing how much data they are sharing.

Smart technologies often incorporate video footage, which can provide a 
roadmap for how a person traverses through the city. For example, video 
footage of one individual caught via a streetlight can tell you where this 
person was at a specific time. Numerous videos strung together via dif-
ferent streetlights have the potential to track someone across space and 
time, giving insight into their daily routines, places they frequent, and even 
people they interact with. Unfortunately, as cities rapidly adopt smart tech-
nologies without fully contending or disclosing the level of information that 
can be unearthed, they leave city residents vulnerable to increased surveil-
lance with very little oversight.

Again, San Diego’s rollout of smart streetlights can serve as a caution-
ary tale for what is at stake in the smart city. The city’s streetlights were 
equipped with cameras that were constantly recording and storing data in 
a city-controlled database. This was done without public comment or even 
awareness. Then, in 2018, the San Diego Police Department (SDPD) began 
accessing the footage regularly. In the absence of city policies regarding 
the use of streetlight camera footage, the SDPD developed internal policies 
governing how and when it would use the data. The police department pro-
ceeded to grant itself extensive, warrantless access to video footage and 
integrated the data into other police technologies, such as ShotSpotters 
and crime mapping. Initially, the SDPD stated that it would only access 
footage after receiving approval from the Mayor’s office. However, the de-
partment soon decided that this process “took too long,” and instead ac-
quired control of the footage so that it could be accessed directly (Holder 
2020).
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The police department did establish some limitations on the accessibility 
of the footage, stating that it was only to be used in response to “serious 
crimes.” However, SDPD refrained from defining what constitutes a “seri-
ous” crime and, having no oversight from the city, has defined the term 
broadly. While the footage has been used in cases involving homicide and 
sexual assault, it has also been used to investigate illegal dumping, van-
dalism, and graffiti (City of San Diego). Marx (2020) found that footage was 
most often accessed to surveil Black Lives Matter protests during the sum-
mer of 2020. The footage was also most likely to be pulled in low-income 
Black neighborhoods (ibid.).

The original promises of streetlight technology in San Diego have yet to be 
realized. Due to these limitations, San Diego shut off all data collection 
processes— except for the cameras. This has led journalists, activists, and 
community members to characterize smart streetlight technology as “ex-
clusively a tool for police” (Fleming 2020). San Diego’s controversy is but 
one example of the heightened potential for surveillance in the smart city.

Cybersecurity Risks

The vast amounts of data collected within smart cities also make res-
idents more vulnerable to cybersecurity threats. Smart technologies 
collect and store large amounts of personally identifiable information, 
such as addresses, social security numbers, bank account information, 
and even medical records. As a result, the digital networks and software 
smart cities require can become key targets for cyberattacks, yet cities 
have refrained from creating comprehensive cybersecurity protections. As 
smart city scholar Rob Kitchen states:

Putting in place strong principle-led governance and management is 
therefore a prerequisite for creating a smart city that seeks to max-
imize benefits while minimizing harms. And yet, to date, there are 
very few documented cases of such governance and management 
structures being constituted. Instead, smart city initiatives have been 
procured and developed with little coordinated consideration of pri-
vacy and security harms and slotted into existing city management in 
an ad hoc fashion with minimal strategic oversight” (Kitchin 2016).
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The ramifications of cybersecurity threats in smart cities have already been 
felt throughout the country. In February 2021, hackers gained remote ac-
cess to the water plant control system in Oldsmar, Florida, and altered the 
amount of sodium hydroxide in the water. In March of 2018, Baltimore’s 
911 automatic dispatch system was hacked, causing havoc and confu-
sion as one of the city’s most essential services was thrown into chaos. In 
2019, New Orleans had to declare a state of emergency following a cyber-
security attack in which hackers attempted to hold city-data hostage to ex-
tract ransom (Teale 2021). As more cities throughout the country attempt 
to become “smart,” the cybersecurity risks to residents will become more 
pressing than ever.

Within the last year, smart cities have gained increasing popularity due to 
the global Coronavirus pandemic, making questions of surveillance, trans-
parency, and accountability even more urgent. Cities have openly and ex-
citedly utilized cell phone data to monitor social distancing patterns and 
for contact tracing (White and Case, n.d.). Smart city proponents have also 
advocated for developing mass-video surveillance protocols to enforce so-
cial distancing measures (Shorfuzzaman et al. 2021). Cities have also in-
creased lobbying efforts to pressure the federal government into funding 
smart city innovations (Crowe 2021). As this technology spreads rapidly 
throughout the country, cities must develop comprehensive policies to pro-
tect residents.
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GUIDING PRINCIPLES
According to Green (2020), the architecture of smart cities is increasingly 
undemocratic due to power asymmetries that favor governments and cor-
porations at the expense of city residents. Smart city technologies allow 
for the collection of endless amounts of data about residents’ lives, fed 
through proprietary algorithms, which are then used to make life-altering 
decisions for those living within the city. This affords governments and cor-
porations ample opportunities for surveillance and profit as the big data 
industry becomes more lucrative, creating a viable market for the selling of 
data. Due to these power inequities, Green states: “City governments eager 
to take advantage of new technologies must act as responsible gatekeep-
ers and public stewards in structuring their technology to protect equity 
and fundamental rights” (2020, p. 92).

However, before prescribing policy suggestions for how cities can become 
“responsible gatekeepers,” it is essential to first establish clear guiding 
principles and definitions for what equity, justice, and transparency entail. 
The Feminist Data Manifest-No (Cifor et al 2019) has created a “decla-
ration of refusal and commitment” against the growing “harmful data re-
gime.” This manifest-no consists of thirty-two guiding principles. For this 
policy brief, the following are of the utmost importance:

• We refuse to operate under the assumption that risk and harm 
associated with data practices can be bounded to mean the same 
thing for everyone, everywhere, at every time. We commit to ac-
knowledging how historical and systemic patterns of violence and 
exploitation produce differential vulnerabilities for communities.

• We refuse to understand data as disembodied and thereby dehu-
manized and departicularized. We commit to understanding data 
as always and variously attached to bodies; we vow to interrogate 
the biopolitical implications of data with a keen eye to gender, 
race, sexuality, class, disability, nationality, and other forms of 
embodied difference.
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The recommendations I put forward are guided by these calls for refusal 
and commitments, which necessitate a critical and intersectional lens.

Another important guiding principle is a critical interrogation of “the right 
to privacy.” While evoked by city officials, law enforcement, and residents, 
privacy has arisen as a critical concern but is rarely defined. In the few 
instances city officials have referenced privacy, it is usually done through 
basic refrains, such as “we value privacy” (Array of Things; City of San Di-
ego). Smart cities that proactively develop privacy policies, no matter how 
vapid, are regarded as shining examples of transparency and accountabil-
ity (Green, 2019). Smart city’s public-facing adherence to democratic prin-
ciples while simultaneously permitting surveillance can be understood as 
“ethics washing.” According to Rob Kitchin, “ethics-washing” is a performa-
tive virtue signaling “...designed to give the impression that an issue is be-
ing taken seriously and meaningful action is occurring, when the real am-
bition is to avoid formal regulation and legal mechanisms” (Kitchin 2019).

This occurrence is in direct violation of the third Feminist Data Manifest-No 
principle outlined above, which calls for a refusal of “phony ‘ethics’ and 
false proclamations of transparency.” While cities and corporations have 
continuously “addressed” privacy concerns, their approaches have often 
fallen short, raising the question of whether the “right to privacy” is a viable 
framework for challenging smart city surveillance. It is important to adopt a 
critical and historical approach to fully understand the limitations of a right 
to privacy to contend with the pervasive and consistently evolving technol-
ogies of smart cities. An analysis of how privacy has been filtered through 
the prisms of race, class, gender, and sexuality, will provide the necessary 
context for understanding surveillance in the smart city.

According to Toni Weller, just as surveillance has a long history predat-
ing the modern, industrial state, so do concerns for privacy (Weller 2012, 
63). As state surveillance became increasingly required for benefits and 
services, trade-offs in privacy were consistently negotiated between the 
governments and their subjects (Weller 2012, p. 61). This historical priv-
ileging of privacy is evident in the modern-day, in which a claim to a right 

• We refuse any code of phony “ethics” and false proclamations 
of transparency that are wielded as cover, as tools of power, as 
forms for escape that let the people who create systems off the 
hook from accountability or responsibility. We commit to a femi-
nist data ethics that explicitly seeks equity and demands justice 
by helping us understand and shift how power works.

Quoted from The Feminist Data Manifest-No



When the Streetlights Come On:  How “Smart Cities” are Becoming a Surveillance State                                                          //   17

to privacy is often cited as a potential remedy to the growing surveillance 
apparatus. This is further evident by the rise of informational privacy as a 
legal framework for understanding implications for privacy in the digital 
age (Dubrofsky and Magnet, 2015, 4).

However, this centering of privacy should be done with an abundance of 
caution that affords an intersectional and historical lens. As Dubrofsky and 
Magnet state: “Privacy is, however, a limited lens for thinking about surveil-
lance, since it is a right not granted equally to all” (Dubrofsky and Magnet 
2015, p. 4). Any assertion of a right to privacy in the digital surveillance age 
requires an interrogation of the following (Dubrofsky and Magnet, 2015, 
p.4):

As the authors state, many, such as those who are imprisoned, people re-
ceiving welfare, people with disabilities, and immigrants, have historically 
been denied access to privacy. Targeted surveillance of specific racial and 
ethnic groups not only curtails privacy but is also legitimized through the 
historical limitations of the privacy they have been afforded. Historically, 
as Igo states, “citizens viewed and wielded privacy differently depending 
on their status and circumstances, and some could barely access it at all” 
(Igo 2018, p. 9).

However, it is essential to note that while privacy has been historically de-
nied, it has also been weaponized in the pursuit of violence. As Rachel Hall 
asserts, an evocation of “privacy” has traditionally allowed for patriarchal, 
interpersonal violence that takes place within the “privacy” of one’s home 
(Hall 2015, p. 127). This occurrence can trace its historical roots to the 
nineteenth century, in which privacy was bestowed upon men who gov-
erned their households. Citing Charlotte Perkins Gillman, Igo states that 
this “honoring ‘private life’ was not the same as honoring the rights of its 
participants, especially women and other dependents” (Igo 2018, p. 23).

This understanding of privacy has led some surveillance scholars to reject 
calls for increased privacy protections. According to Hall, the limitations 
of a right to privacy requires scholars to “shift critical surveillance stud-
ies away from matters of privacy, security, and efficiency to a consider-
ation of the ethical problem of combating new forms of discrimination that 
are practiced in relation to categories of privilege, access, and risk” (Hall, 
2015, p. 147). 

1. Who is considered to have a right to privacy?
2. Whose privacy is not a concern and why?
3. And importantly, how might a focus on these questions shape the 

field of surveillance studies?
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In addition, Hall asserts that reliance upon privacy doctrine falsely univer-
salizes the experience of surveillance as something that equally impacts 
all. Due to these limitations, the recommendations I put forward do not 
rely upon legal avenues to enact change. Instead, my recommendations 
are influenced by activists and scholars who adopt critical approaches to 
understanding surveillance. In doing so, I hope to develop comprehensive 
recommendations that center equity and justice instead of individualist 
calls for privacy.
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RECOMMENDATIONS
The proposed recommendations are informed by a thorough literature re-
view and influenced by the city of Portland’s Data Privacy and Information 
Protection Principles and an interview I conducted with Brian Hofer, a civil 
rights attorney and founder of the Oakland Privacy Advisory Council (see 
Appendix for more details). 

Recommendation 1: Meaningfully Engage            
Community Residents

One of the key limitations in smart cities is the ability to ensure transparen-
cy and accountability. As the city of Portland highlights, smart cities must 
clearly document and share how the city uses, manages, and collects data 
and identify who has access to said data. This could be achieved in var-
ious forums but should consider the history of disenfranchisement many 
community residents have experienced, which has afforded city residents’ 
inequitable access.

Chicago can provide an important case study for analyzing city approach-
es to transparency and accountability. After San Diego initiated its smart 
streetlight program, Chicago began implementing its own smart street-
lights, which has become the largest conversion project in the country. 
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However, unlike San Diego, Chicago’s initiative was highly publicized, pro-
vided opportunity for community input, and developed and published a 
comprehensive privacy policy, which was informed by the resident feed-
back received (Green, 2019, p. 107). These protocols were then published 
online for all residents to review. Due to these protocols, Chicago has been 
heralded as a shining example of how democratic processes and account-
ability can materialize within the smart city (Green 2019, p. 107).

Despite this more community-driven approach, as compared to San Diego, 
the city still refrained from establishing procedures or guidelines for law 
enforcement’s access to the data, despite urging from numerous residents 
and lawyers (Elahi 2017). Also, while the city held numerous open forums 
to discuss the smart streetlight initiative, none of these forums occurred in 
predominantly Black neighborhoods, even though smart streetlights were 
first implemented in neighborhoods throughout the South Side, which are 
predominately Black and low-income (Array of Things, 2016; CDOT, n.d.). 
Chicago provides an important example of how equity and surveillance 
questions should be front and center when ensuring transparency and ac-
countability.

To ensure that smart cities are transparent and accountable to all residents, 
Brian Hofer suggests cities should hold community outreach meetings at 
every district in the city each month. City officials and privacy commissions 
should be in attendance to receive feedback and share the current status 
of smart city development. Holding these meetings frequently and through-
out the city will allow for increased convenience for residents, which will 
result in more ample opportunities for public participation.

The Detroit Digital Justice Coalition (DDJC), which is comprised of De-
troit-based activists and organizations advocating for communication as a 
fundamental human right, and the Detroit Community Technology Project 
(DCTP) released justice principles for the use and creation of technologies 
that are rooted in community needs. In their report, the organizations rec-
ommend engaging residents “offline” due to internet access inequities that 
create imbalances in transparency and accountability. As mentioned ear-
lier, while Chicago did conduct some limited in-person meetings, the city 
published all protocols on the Internet, limiting who has access.

According to a survey conducted by the DDJC and DCTP, most residents 
acquire knowledge of technological innovations during workshops and 
events. Still, these can be infrequent and hard to access for many. As a 
remedy, cities should partner with local recreation centers, schools, and 
organizations that work directly with communities to spread awareness 
about developing smart city technologies (Detroit Digital Justice Coalition, 
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2017, p. 2). In addition, smart cities should also ensure that all resources 
are available in the various languages that reflect the demographics they 
serve.

Recommendation 2: Hire Independent Auditors

Both the City of Oakland and the DDJC/DCTP have advocated for indepen-
dent audits of smart city initiatives, which can achieve various tasks. The 
DDJC/DCTP suggests that third-party security audits should be performed 
regularly to ensure anonymity and cybersecurity protections. One of the key 
aspects of smart cities is the ability for the public to access open data in 
the name of transparency. However, as the DDJC/DCTP points out, this can 
also be a source of “fear and harm to residents” since open access data 
can unearth identifying information about residents (i.e., location-based 
crime reports). As a protective measure, the organizations recommend that 
security audits be performed and for penetration tests to be regularly con-
ducted to expose potential vulnerabilities that could threaten residents’ 
anonymity (Detroit Digital Justice Coalition, 2017, p.2).

Brain Hofer also suggests hiring independent auditors that can ensure that 
technologies are achieving what they promised and as a protection against 
“mission creep.” As I have mentioned, it is common for data within smart 
cities to be shared with other city agencies (i.e., law enforcement) and cor-
porations tasked with implementation and their various partners. A yearly 
audit conducted by a third party can thoroughly investigate whether mis-
sion creep is occurring and whether this violates the city’s protocols. These 
findings should be made publicly available online and through in-person 
forums (as detailed above).

Recommendation 3: Do Not Unnecessarily Retain 
Personal Information

In developing this recommendation, the DDJC/DCTP focused explicitly on 
information provided by residents when applying for access to city services 
(i.e., entering a license plate number at a city parking meter). To prevent 
unauthorized uses of such data, the Detroit coalition advocates for cities 
to implement provisions to not retain any personal information from these 
city services. One example they highlight is New York City’s Municipal ID 
program, which did not store cardholders’ personal background informa-
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tion. This provision was designed with equity principles in mind since those 
depending on these cards tend to be low-income, people of color, individ-
uals experiencing homelessness, and undocumented immigrants (Detroit 
Digital Justice Coalition, 2017, p. 2).

While DDJC/DCTP focus specifically on situations where residents provide 
information to the city, this recommendation must be expanded upon con-
sidering the myriad ways smart cities can collect information about res-
idents, with or without their consent or even knowledge. To account for 
this, I advocate for smart cities to not retain personal information for any 
of the data collected through sensors and nodes throughout the city. This 
sentiment is reflected in the city of Portland’s “data utility” principle, which 
states: “All information and data processes must bring value to the City of 
Portland and the communities the City serves. The City will collect only the 
minimum amount of Personal Information to fulfill a well-defined purpose 
and in a manner that is consistent with the context in which it will be used.” 
Principles such as these ensure that smart cities only collect the amount 
of data necessary for the tasks at hand. This will prevent smart cities from 
collecting unnecessary amounts of data that place residents at risk. It will 
also ensure that smart cities take the time to think critically about what 
they hope technologies will accomplish and the necessary steps for obtain-
ing this goal.

Recommendation 4: Prioritize the Needs of          
Marginalized Communities

The city of Portland has also adopted an “equitable data management” 
principle, which prioritizes the needs of marginalized communities regard-
ing what data is collected and what its intended uses will be. Such a policy 
can ensure that BIPOC, queer, disabled, immigrant, and unhoused resi-
dents are not only agents in smart city designs but that initiatives are tai-
lored specifically for their needs.

To achieve this, cities must acquire a deep understanding of the commu-
nities they serve and their relation to city services. For example, locales 
serving Indigenous communities should adopt the CARE Principles outlined 
by the Indigenous Data Sovereignty Interest Group. The organization de-
fines C as “Collective Benefit,” in which data planning, implementation, and 
evaluation processes should be in service to the needs of Indigenous com-
munities and should strive for equitable outcomes (Research Data Alliance 
International Indigenous Data Sovereignty Interest Group., 2019, p.2).
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Smart cities should also center the voices and needs of community mem-
bers with disabilities. According to the CDC, over 70% of disabled Americans 
live in metropolitan counties (defined as having a population of 250,000 
or more) (Zhao et al., 2016). In addition, more than 25% of people living in 
U.S. cities are either seniors or people living with a disability, and by 2050, 
it is estimated that one out of every seven city dwellers will have a disabili-
ty. This occurrence is particularly concerning for smart cities, which 60% of 
global experts agree are inadequately meeting the needs of residents with 
disabilities (The Mobility Project 2019).

To be more accessible, smart cities should prioritize the needs of disabled 
communities and ensure that they are afforded agency and even a voice in 
the development of smart technologies. One key theoretical framework is 
that of crip-technoscience, which is a methodology for “world-building and 
world-dismantling practices by and with disabled people and communities 
that respond to intersectional systems of power, privilege, and oppression 
by working within and around them” (Hamrai and Fritsch, 2019, p. 4-5).

Chicago’s smart streetlight initiative provides a prime example of what pri-
oritizing community members’ needs can look like. When determining the 
location of smart streetlights in Pilsen, a predominantly low-income Latinx 
neighborhood, the city consulted community organizations and research 
groups. In doing so, the city discovered that the community wanted to uti-
lize the streetlight’s ability to track environmental conditions to document 
the neighborhood’s air quality due to an increase in asthma rates. The city 
then strategically placed the streetlights in locations that would collect the 
most optimal data. This data was then made open, free, and available to 
the public (Mitchum 2016).

However, it is essential to note that, while this was a clear beneficial out-
come, these streetlights were also equipped with cameras. It is important 
that, when ensuring that marginalized communities are prioritized in smart 
city initiatives, they are also able to obtain these services without being 
subjected to increased surveillance as a “trade-off.”

Recommendation 5: Build “Consentful Tech”

The Allied Media Project and the Mozilla Foundation created a comprehen-
sive zine detailing the importance for consent in digital technology. As the 
authors state, conversations concerning consent and our physical bodies 
have gained increased attention. Still, there is less conversation on the 
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importance of consent for our digital bodies, which consists of various per-
sonal data. As in many other data spheres, data is retrieved and shared in 
non-consensual ways within the smart city. One crucial example offered by 
the zine looks at how private information such as biometric data can be 
shared across various databases, putting vulnerable people such as those 
with disabilities, immigrants, and the poor, at increased risk (Lee and Toli-
ver, 2017, p.4).

Smart cities are plagued with issues of consent as the ability to agree or 
disagree with privacy policies is non-existent. This has led some technology 
scholars to question whether one’s right to choose what personal informa-
tion they exchange disappears once they enter a smart city (Taylor 2019). 
As smart city scholar Lilian Edwards pointedly states: “while consumers 
may at least have theoretically had a chance to read the privacy policy of 
their Nest thermostat before signing the contract, they will have no such 
opportunity in any real sense when their data is collected by the smart road 
or smart tram they go to work on, or as they pass the smart dustbin” (cited 
in Taylor 2019).

Smart cities exist as a space where consent is most vital but also the most 
difficult to obtain. Simply opting in or out, or checking yes or no, are not 
efficient measures for ensuring consent. Instead, city-officials should strive 
to design consentful technologies, which are “applications and spaces in 
which consent underlies all aspects, from the way they are developed, to 
how data is stored and accessed, to the way interactions happen between 
users” (Lee and Toliver, 2017, p.6). In developing this concept, the Mozil-
la Foundation and Allied Media Project built off of the F.R.I.E.S. model of 
consent developed by Planned Parenthood which defines consent as: free-
ly given, reversible, informed, enthusiastic, and specific (Lee and Toliver, 
2017, p.8).

The community-driven challenges to Toronto’s Sidewalk Lab project gives 
insight into how residents can challenge proposed smart city technologies 
that do not provide opportunities for consent. In 2016, Google announced 
plans to transform the Toronto Quayside into “the most innovative district 
in the entire world” (Walker 2019). This project would have implemented 
numerous data sensors capable of monitoring every aspect of public space 
without any way for residents to opt-out. As tech scholar and former Side-
walk Labs consultant, Ann Cavoukian stated “The tech, the sensors are on 
24/7, all the time. People don’t have an opportunity to consent, or revoke 
consent, to the collection of their personal data” (Johnston 2020).
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Activists were able to sound the alarm of the dangers Sidewalk Labs posed 
and increase community engagement. Over 21,000 Toronto residents at-
tended meetings or gave feedback on the Sidewalks Lab project, challeng-
ing the project’s disregard for their ability to consent to such high levels 
of data collection. Following increased pressure and backlash, the project 
was effectively abandoned in 2020 (Walker 2020). While this example took 
place in Canada, it can also provide an important blueprint for smart do-
mestic cities. Toronto residents did not rely on legal avenues specific to 
the Canadian government. Instead, community members mobilized them-
selves by raising awareness and voicing concerns. This can provide an es-
sential framework for how any city can challenge projects that do not rely 
upon “consentful tech.”

Recommendation 6: Hire Knowledgeable and       
Culturally Competent Staff

One issue currently facing smart cities is the limited knowledge of person-
nel and staff. As mentioned earlier, one of the limitations facing San Di-
ego’s smart streetlight initiative was that the city had failed to hire staffers 
who could clean and interpret the data. In addition, smart city technologies 
have complicated data collection capabilities, which requires specific ex-
pertise. Due to this, Brian Hofer suggests that cities invest in dedicated 
staff members who specialize in data information and technology. These 
staff members should review and vet all possible technologies prior to their 
adoption for questions of surveillance, equity, and transparency. These 
staff members should also inform key city officials and stakeholders of 
concerns regarding these technologies so that all governing bodies can be 
informed when making decisions. Hired technologists can also communi-
cate with city residents about technologies that are being considered.

Not only should these staff members be trained technologists, but they 
should also be culturally competent and reflect the demographics they 
serve. Smart city staffers should know the various customs, lived experi-
ences, and ethics amongst and within all cultural groups within a city. This 
will ensure that policies and principles aren’t solely reflective of Western 
ideals. As mentioned earlier, it is also essential that smart city materials 
be produced in various languages to be accessible to all residents. This 
would require smart cities to hire bilingual technologists who can effective-
ly translate complex designs and innovations for all within the smart city.
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As smart cities become increasingly popular throughout the country, city 
officials must adopt comprehensive policies and protocols to protect res-
idents from the increased potential for surveillance. These policies must 
acknowledge and account for the historical legacies that have created in-
equitable consequences for surveillance based on race, ethnicity, gender, 
sexuality, immigration status, and ability. Smart city policies should also 
place questions of equity and justice front and center to ensure that smart 
city technologies are respecting the autonomy and dignity of vulnerable 
residents and actually operate in service to them. I have provided a brief 
overview of some recommendations city planners should consider, but 
many other activists and scholars are working at the intersection of critical 
surveillance studies that cities should consult.
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APPENDIX

Key Resources

The recommensations in this report were influenced by the city of Port-
land’s Data Privacy and Information Protection Principles and an interview 
I conducted with Brian Hofer, a civil rights attorney and founder of the 
Oakland Privacy Advisory Council. Portland was chosen as a key resource 
because in 2019 the city developed a governing body tasked with adopt-
ing and evaluating smart city technologies. Further, the city has placed 
questions concerning equity and justice as key to their guiding principles. 
This protocol was spearheaded by the Mayor’s Office and the Office of Eq-
uity and Human Rights, in conjunction with thirty city agencies and public 
input provided by community members. According to city officials, these 
principles are necessary because:

The city developed a comprehensive list of seven principles, which are 
depicted in the infographic below. While all of these principles are import-
ant, I focus on the following for the policy recommendations I put forward:

1. Transparency and accountability
2. Equitable data management
3. Ethical and non-discriminatory uses of data
4. And data utility

The City of Portland collects and manages data that may put com-
munities, individuals or sensitive assets at risk. Making the City a 
more trusted steward of the public’s data is a priority of Smart City 
PDX. Local governments must also plan for emergent information 
technologies used to better understand and improve government 
sevices. Providing equitable services related to data collection and 
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(Smart City PDX, 2019, p.2)

These principles align most closely with the Feminist Data Manifest-No 
principles I cite above due to their explicit focus on justice and equity. Port-
land provides an excellent example of how smart cities can adopt critical 
interventions that center intersectionality and justice.

Policy recommendations were also inspired by an interview I conducted 
with Brian Hofer, who is the Chair of the Oakland Privacy Advisory Com-
mission (PAC). In 2016, the City of Oakland created the PAC, which is a 
citizen-led board that reviews any and all technologies that the city is con-
sidering adopting. Oakland was one of the first cities to create a board with 
such a wide charter and for a few years it was considered the strongest 
advisory commission in the country. In addition, Oakland’s PAC has served 
as a model for the city of Portland as it has adopted its own principles and 
the city of San Diego, which adopted a similar civilian-led board following 
the fallout from the smart streetlight initiative. Due to Oakland’s impor-
tance within the national technology landscape, my interview with Brian 
Hofer served as an essential resource for guiding these recommendations.


