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E x e c u t i v e  S u m m a r y  
Artificial Intelligence (AI) holds great promise for governments and their citizens. For city 

leaders, AI-enabled technologies may provide decision support to increase efficiency and equity 

in the delivery of public services and resources, identify emerging opportunities and risks, and 

enable targeted interventions. This white paper focuses on the urban context, providing 

examples of AI for policing and law enforcement, labor and workforce development, and public 

services.  
 

While AI holds great potential to improve civic domains, these technologies can exacerbate 

negative effects when they reinforce social biases and inequalities—whether by design or 

unintentionally. Far from remaining a “virtual threat,” the consequences of ill-considered 

algorithms can have deleterious effects in the real world. In law enforcement, these tools can 

increase patrolling and biased legal decisions against protected groups. In the labor sector, they 

can inadvertently increase existing workforce disparities and disproportionally increase 

unemployment. In public services, biased decisions can lead to inequitable allocation of 

resources and social disenfranchisement.  

 

Our understanding of the full benefits and risks of AI-enabled technologies on social, political, 

and economic inclusion in the urban context will continue to evolve with technological 

advancements. Yet, city leaders can better prepare themselves to take advantage of the 

benefits of AI while minimizing potential risks by carefully evaluating the data it collects on its 

citizens, improving the quality of data collection, and educating their workforce and residents 

about the underlying principles and implications of AI-enabled decision-making. Before 

incorporating AI, tradeoffs in transparency, efficiency, effectiveness, and human agency should 

be considered and critically evaluated. In these incipient stages, detecting and remediating false 

classifications and decision errors must be prioritized to better ensure that the benefits and risks 

of AI are more equally distributed across society. 
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I n t r o d u c t i o n  
Half the world’s population currently lives in cities. By 2050, it will be nearly 70%.1 This influx will 

put substantial strain on public service agencies, necessitating adoption of innovative 

approaches and systems. Cities generate vast amounts of data from diverse populations and 

devices. These data offer opportunities to utilize Artificial Intelligence (AI)—algorithmic models 

that enable machines and systems to automate decisions and processes—to support the 

efficient and equitable distribution of public resources and services, reveal emerging 

opportunities and risks, and inform targeted intervention strategies. However, these innovations 

also risk unintended consequences due to false predictions, errors, and biased decision-

making.  

 

This paper presents examples of AI’s application in three key sectors in urban governance: 

safety and law enforcement, labor and workforce development, and public services. These 

examples highlight the benefits as well as the complicated cultural, social, political, and 

economic effects of algorithmic decisions in the urban environment. This paper details the 

influence of human subjectivity in the design and impact of AI-enabled technologies, including 

the potential for discrimination based on education, income, gender, race, age, ethnicity, ability, 

creed, and sexual orientation. We conclude with recommendations for city leaders and public 

service agencies incorporating AI tools so they may better manage the emerging risks while 

benefiting from AI’s potential to make their processes more transparent, efficient, and inclusive.   
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D e c o d i n g  A r t i f i c i a l  I n t e l l i g e n c e  
While the concept of AI has existed since the 1950s, recent advances in computational power, 

data availability, and high-speed networks have increased its application for a range of tasks, 

including image recognition, domain-specific risk-prediction, and navigation. Early AI 

developments “tackled problems that were intellectually difficult for humans but relatively 

straightforward for computers—problems that could be described by formal, mathematical 

rules.”2 Current state-of-the-art techniques aim to replicate more complex and intuitive human 

problem-solving capabilities, presenting a unique set of ethical dilemmas. These technologies 

will be realized far into the future and are not the focus of this paper. Rather, we focus on the 

benefits and challenges from recent developments in ‘narrow AI,’ designed to solve specific 

tasks such as risk prediction, speech recognition, and facial recognition.  
 

AI-enabled technologies can increase human ability to perform tasks more efficiently and 

accurately, complementing rather than replacing human decision-making. UC Berkeley’s 

Professor Ken Goldberg has urged that collaboration between diverse groups of people and 

machines can lead to better problem solving, a concept he calls “Multiplicity.”3 In fact, human-

machine teaming has already been shown to be more reliable than what humans or machines 

could achieve on their own. For example, a study that provided physicians with images of lymph 

node cells and asked them to determine whether the cells were malignant found that an AI-

based approach had a 7.5 percent error rate whereas a human pathologist had a 3.5 percent 

error rate; a combined approach, using both AI and human input, lowered the error rate to 0.5 

percent, representing an 85 percent reduction in error.4  

 

“Multiplicity is collaborative instead of combative. Rather than 
discourage the human workers of the world, this new frontier has the 
potential to empower them.” 

 – Ken Goldberg, Professor, UC Berkeley and Director, CITRIS People and Robots 
Initiative 

 
AI systems, like all other computation systems, execute tasks from sets of instructions, or 

algorithms. Over the last sixty years, a variety of algorithms have been invented to replicate 

intelligent behavior. Some recent algorithms do not provide specific rules for decision-making 



 

 6 

but rather give instructions for machines to develop their own rules. Such algorithms are 

categorized as machine learning. 

  

Machine Learning for Policy Decisions 

In addition to its clear applications in industry and healthcare, machine learning can support 

many complex public policy decisions. Machine learning algorithms find patterns in data to 

develop a set of rules to explain characteristics of interest. These algorithms attempt to locate a 

statistical relationship in a dataset and use this relationship to predict outcomes of future 

queries.5 In some machine learning algorithms, the designers of the algorithm explicitly decide 

the factors within the data that could predict characteristics of interest. For example, a 

researcher may specify that building material, age of construction, and history of fires could be 

combined to predict likelihood that a building will catch fire. In other cases, the researcher might 

utilize machine learning to analyze a corpus of data and let the algorithm select features that are 

statistically most predictive. In the latter case, the algorithm identifies factors or a combination of 

factors that might not be obvious or even interpretable by humans to predict the likelihood of the 

building catching fire. In both approaches, patterns are identified from historical (training) data, 

which is then used to make predictions on future (test) data. The result of an algorithm depends 

both on the set of rules through which the algorithm learns patterns as well as the data from 

which it predicts these patterns.    

 

Measuring Accuracy of Predictive Algorithms 

Consider a machine learning algorithm deployed by a city fire department that helps identify and 

target inspections for buildings at risk of fire. The algorithm would use city records and assess 

different building characteristics, neighborhood, history of fire, and similar criteria to decide 

whether a building needs inspection. An ideal prediction algorithm would label all buildings not 

likely to catch fire as safe, and label all buildings likely to catch fire as unsafe, alerting the fire 

department to prioritize inspection of the latter. In practice, however, the algorithm would label 

some of the buildings incorrectly. The results of the algorithm could be classified as follows (see 

Figure 1): 

 

1. A building likely to catch fire labeled as high risk (i.e., a true positive, where 

positive implies that the building is actually at risk of catching fire)  

2. A building not likely to catch fire labeled as low risk (i.e., true negative, where 

negative implies that a building has low risk of catching fire) 
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3. A building likely to catch fire labeled as low risk (i.e., a false negative result) 

4. A safe building labeled as high risk (i.e., a false positive result) 
 

 

 
Figure 1. Labeling by Machine Learning Algorithm 

In reality however, like any other predictive method, this algorithm can result in erroneous 

predictions. It might not identify some of the high-risk buildings or might mislabel some of the 

low-risk buildings (see Figure 1). Algorithms can be adjusted to accommodate different 

thresholds of false positive and false negative errors. These thresholds must be specified by 

those designing the algorithm. For example, a city fire department employing a fire risk 

prediction algorithm might be able to afford inspecting multiple buildings erroneously labeled as 

high risk for a fire. However, many cities have extremely limited resources, and these false 

positives could result in an undue burden of human and financial resources. If the rules are set 

too tightly, one might capture a lot of buildings but setting them too broadly might miss critical 

high-risk buildings.6 

  
In another context, such as an algorithm deployed to assess the possibility of recidivism, a court 

might want to minimize the possibility of identifying a low-risk person as a high-risk reoffender, 

even if that comes at the cost of some high-risk individuals not being identified. In this case the 

algorithm should be designed to minimize false positives. While implementing these algorithms, 

cities should consider the relative risks of the different kinds of errors.  
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A I  i n  U r b a n  G o v e r n m e n t :  A  S u r v e y  o f  T h r e e  S e c t o r s  
The following sections present examples of the application of AI-enabled technologies in law 

enforcement, labor, and public services. We conclude with recommendations and key 

considerations for city leaders to help them better identify and manage the potential risks of AI-

enabled technologies in urban settings.  

    

Law Enforcement 
AI is commonly applied in law enforcement through “risk assessments” that make predictions 

about a person or area based on algorithmic analysis of underlying factors and data. Law 

enforcement personnel—including police officers and judges—use these assessments to 

supplement their decision-making. Stakeholders are often interested in AI because they regard 

evidence-based algorithms as tools to deploy law enforcement resources more efficiently, 

effectively, and equitably than using personal judgments or simpler formulas alone. However, 

these algorithms may pose challenges related to potential discrimination and due process. For 

example, considering factors such as location, employment, and family characteristics may 

serve as a proxy for race or income, resulting in disproportionate impact on racial minorities and 

low-income individuals, while the proprietary nature of most algorithms may violate an 

individual’s constitutional rights (e.g., violations of due process or protections against 

unreasonable search and seizure).  

 

Predictive Policing  
Across the nation, police departments are increasingly using AI in an effort to allocate resources 

more effectively and reduce potential bias by identifying promising targets for police 

intervention. Police departments have traditionally relied upon less sophisticated programs 

using spreadsheets, maps, and manual reviews of information—such as historical crime data, 

incoming gang/criminal intelligence reports, and criminal records—to identify areas and people 

at increased risk for being involved in crime. Police then patrol or conduct outreach based on 

this information, hoping to prevent crimes before they occur. In “predictive policing,” police 

departments use analytical programs that incorporate machine learning algorithms to 

mathematically extend or automate existing analytical techniques, combining historical and up-

to-the-minute crime information to do the work of numerous traditional crime analysts and 

produce real-time targeted patrol areas for police to conduct interventions (see Figure 2).7  
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Figure 2. Predictive Policing Models. Source: Science Magazine8 

 

Many U.S. police departments use AI-based predictive policing to help identify where and when 

crimes are likely to occur.9 These machine-learning models use factors such as historical data 

on crime type, location, and date and time to generate maps of predicted crime hotspots that 

change temporally (see Figure 3). As a result, jurisdictions such as Los Angeles and Atlanta 

report that predictive policing allows them to patrol more effectively and reduce real crime 

numbers.10  

 

 
Figure 3. A PredPol map showing predicted hotspots in Santa Cruz, California. Source: PredPol.com 

 

However, concerns remain whether location-based predictive policing programs may 

discriminate against racial minorities and other residents of low-income areas, and whether they 

are effective. The historical crime data at the core of predictive policing algorithms reflects 

reported crimes, an incomplete subset of actual committed crimes and more likely to represent 

heavily patrolled areas. As a result, using reported crimes to determine patrolling patterns may 
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perpetuate or amplify racial bias because areas where more people of color live have 

historically been more heavily patrolled. Furthermore, even if location-based predictive policing 

is effective at deploying police to prevent crimes, communities may begin to question the 

legitimacy of police presence when no crime has occurred. Although few external evaluations 

have been conducted, a RAND evaluation of predictive policing aimed at reducing property 

crimes in Shreveport, Louisiana, found the program did not significantly reduce such crimes.11 

These concerns, together with public demands to explore alternatives such as community-

oriented policing, have driven some police departments, including several in the Bay Area, to 

decide against using location-based predictive policing techniques.  

 

AI-based predictive policing is also used to identify individuals at increased risk of being 

involved in crimes, whether as victim or perpetrator. For example, the Chicago Police 

Department is using machine-learning algorithms for this purpose, enabling officers to target 

public safety interventions with the aim to turn individuals away from criminal behavior.12 

Similarly, the Fresno, California, Police Department piloted a proprietary algorithm to determine 

“threat scores” aimed to identify the likelihood that a person calling 911 may pose a threat to 

patrolling police officers and help the officers tailor their responses.13 Although such individual-

based predictive policing approaches offer potential benefits, they have also raised concerns. 

For example:  

● Because the public—and sometimes the police, as well—knows neither exactly how the 

algorithms make their determinations nor the extent to which the underlying data may be 

accurate, civil liberties may be at risk, especially for minorities who are more likely to be 

targeted.14  

● If officers use predictions to detain someone without other reasonable suspicion, the 

detention may violate the individual’s constitutional rights.15  

● The algorithms may be ineffective at predicting who will be involved in crime.16  

● Even if the algorithms are effective at predicting involvement, related interventions must 

also be effective to actually prevent crime.17 

 

Pretrial Risk Assessments 
Courts increasingly use AI to supplement judges’ decisions regarding pretrial release and bail 

bonds. Traditionally, judges have made decisions by formally or informally weighing factors like 

criminal record, employment status, community ties, and substance-abuse history to predict 
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recidivism. In contrast, AI can parse massive datasets to determine which factors are actually 

most relevant to recidivism and make more empirical judgments regarding risk.  

 

AI can be used to supplement judges’ decision-making regarding pretrial release in ways that 

improve results. For example, more than 30 U.S. cities and states now use an algorithmic 

assessment tool developed by the Laura and John Arnold Foundation to determine whether an 

individual should be detained or released on bail before trial. Researchers created the tool by 

analyzing hundreds of factors across a database of over 1.5 million cases drawn from more 

than 300 U.S. jurisdictions. They identified nine factors that best predict whether a defendant 

will commit a new crime of any kind, commit a new violent crime, or fail to return to court.18 In 

the state of Kentucky and in Lucas County, Ohio, evaluations have shown that use of this 

assessment has increased the percentage of pretrial defendants released without bail while 

simultaneously reducing pretrial crime and increasing the percentage of defendants who appear 

in court as scheduled, without generating unequal results by race or gender.19 As a result, these 

courts have been able to use their resources more effectively and efficiently. 

 

However, policymakers should exercise caution as some AI-based risk assessments used in 

pretrial release decisions may not perform as well when measured by efficiency and equity 

criteria. For example, Northpointe’s COMPAS risk assessment asks defendants to respond to 

more than 130 survey questions—a process that critics say is both time-consuming and 

potentially gameable—and then uses a formula to create risk scores.20 A 2016 study of this 

assessment showed that although the tool correctly predicted recidivism for about 60 percent of 

offenders, it mislabeled the remaining 40 percent of offenders in a way that demonstrates racial 

bias; black defendants were significantly more likely to be labeled as high risk and not re-offend, 

while white defendants were significantly more likely to be labeled as lower risk and actually re-

offend.21  

 

Sentencing Risk Assessments 
Courts increasingly use AI to supplement judges’ decisions and sentencing guidelines regarding 

front-end sentencing (i.e., determining sentence when convicted of a crime), parole eligibility, 

and back-end sentencing (i.e., determining sentence for parole violations). Since at least the 

1980s, judges have been instructed to make equivalent sentencing decisions for offenders who 

commit similar offenses and have comparable criminal histories; such decisions involve a 

judge’s professional judgment and often rely upon sentencing guidelines. However, more 
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recently, some criminal justice systems have begun to incorporate AI-based risk assessments 

into sentencing in an attempt to use resources more efficiently and relieve prison overcrowding 

without jeopardizing public safety.22  

 

Pennsylvania and Virginia are both using AI in sentencing risk assessments. In 2010, the 

Pennsylvania state legislature directed the state’s sentencing commission to develop a set of 

algorithms that could supplement front-end sentencing guidelines and judges’ decision-making 

in an effort to balance concerns regarding public safety, fairness, and resource allocation.23 

Specifically, the algorithms identify cases in which a judge may wish to seek more information 

before determining a sentence because a defendant might have a particularly low or high risk of 

recidivism, but the algorithms are not used to recommend the sentence to be imposed. 

Following extensive testing, researchers found that the statistical significance of factors that 

could be used in a risk assessment varied by category of offense, and therefore created a 

series of algorithms that feature different factor weights in relation to the type of crime.24 Four 

Pennsylvania counties piloted the algorithms in 2016, and early results show that the algorithms 

may help judges reduce unnecessarily heavy sentences. The state plans to submit the tool for 

external review and vote on phased adoption in summer 2017.25 In contrast, Virginia uses risk 

assessments to adjust sentencing guidelines for non-violent offenders. Rather than using the 

risk assessment to determine whether judges should request more information before 

sentencing, Virginia’s risk assessments aim to divert low-risk offenders into alternative 

punishments such as community service or probation, while high-risk offenders proceed with 

their sentence recommendations unchanged.26  

 

However, AI-based risk assessments used in sentencing may also raise concerns about due 

process and discrimination. For example, in 2014, the U.S. Department of Justice requested 

that the U.S. Sentencing Commission study the use of data-driven analysis in front-end 

sentencing and issue policy recommendations due to concerns regarding ways in which such 

assessments may move sentencing policy away from being based on the crime committed and 

toward decisions based on group characteristics and likelihood of recidivism.27 Although experts 

have identified ways that developers can address potential discrimination due to historical data 

that differs by race or other protected class, these concerns are now beginning to play out in the 

courts.28 For example, a Wisconsin defendant whose judge said he had determined the 

sentence in part based on the risk assessment score is appealing the ruling. He claims the 

process violated his due process rights: 1) because the algorithm is proprietary, neither the 
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defendant nor the court can tell if it uses inaccurate information, and 2) the algorithm makes its 

decision based, in part, on gender, which is discriminatory.29 Although the Wisconsin Supreme 

Court has ruled that judges could use AI-based risk assessments to inform sentencing 

decisions, in March 2017, the US Supreme Court asked the U.S. Attorney General for an 

opinion on this case.30  

“By basing sentencing decisions on static factors and immutable 
characteristics – like the defendant’s education level, 
socioeconomic background, or neighborhood – [risk 
assessments in sentencing] may exacerbate unwarranted and 
unjust disparities that are already far too common in our criminal 
justice system and in our society…They should not be based on 
unchangeable factors that a person cannot control, or on the 
possibility of a future crime that has not taken place.”  

– U.S. Attorney General Eric Holder31   

 

Community-Police Interactions 
Police departments are increasingly applying AI to address challenges like negative community-

police interactions. Many police departments use a traditional three-part early warning system.32 

First, the system tracks the number of incidents—e.g., citizen complaints, on-the-job vehicular 

chases and accidents, uses of excessive force, and civil suits—involving an officer over a given 

time period, and notifies a supervisor if the number exceeds a set threshold.33 The supervisor 

then decides what kind of corrective action to take. Finally, the department monitors the officer’s 

subsequent behavior. In general, departments do not test or monitor the effectiveness of such 

early warning systems, due to allegations that they may be ineffective or easily manipulated.  

 

AI could be used to create early warning systems for adverse interactions and prevent police 

misconduct before it occurs. For example, starting in 2015, the Charlotte, North Carolina Police 

Department began collaborating with researchers from the University of Chicago to process at 

least 10 years of data on interactions between police officers and the public to predict potential 

misconduct, allowing supervisors to intervene in risky circumstances.34 In addition to confirming 

that past complaints are good predictors of future misconduct, the pilot has identified other 

factors, including involvement in stressful incidents such as responses to suicide or domestic 

violence reports. According to researchers, the pilot has been more efficient and accurate than 

Charlotte’s existing system.35 Specifically, the pilot reduced both false positives and false 
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negatives for officers at risk of being involved in adverse interactions, and helped the 

department prioritize interventions. As a result, the Charlotte Police Department has decided to 

deploy the system force-wide, and similar programs will be piloted in Nashville, Pittsburgh, Los 

Angeles, and San Francisco. Future pilots may be able to refine best practices for de-escalation 

by identifying different risk profiles and successful response strategies.  

 

AI could also help incorporate massive amounts of audio and video data increasingly generated 

by body cameras, which otherwise remain largely inaccessible, into early warning systems by 

automating analysis. For example, the Oakland Police Department conducted a pilot study with 

researchers from Stanford University to utilize AI to analyze footage from officer body cameras 

for broad patterns in community-police interactions, including whether and how these 

interactions differ by race. According to officials involved in the pilot, the audio footage was first 

transcribed to text, and then officer language, tone of voice, and other indicators of the content 

and quality of their interactions were analyzed; researchers carried out the rest of the analysis 

manually. The study generated recommendations that the department use AI both to identify 

footage of exemplary interactions involving de-escalation for use in developing materials for 

officer training, as well as identify footage of negative interactions for integration into early 

warning systems.36  

 

Even in these applications, local policymakers and law enforcement officials will face potential 

challenges to implementing these tools. Police departments must still obtain and use high 

quality data on officers and incidents to better ensure non-discriminatory outcomes. Also, the 

interventions based on the system’s risk assessment must still be effective. Such interventions 

must be implemented early enough that they have the potential to act as true warnings rather 

than punitive measures, which are more likely to raise opposition from officers and less likely to 

protect public safety. 
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Labor 
Recent advances in AI, like previous waves of technological changes, will affect the shape and 

functioning of the modern labor market—changing the nature of work and how people are hired, 

evaluated, and compensated.37 AI can enable greater inclusion and introduce consistency into 

hiring decisions, helping to highlight and correct for employer and workplace biases. 

Governments as employers can leverage these systems to streamline their own hiring and work 

processes to support a more equitable work environment and improve the efficiency and 

effectiveness of their internal processes.  

 

Changes in Employment 
Recent advances in AI have renewed concerns regarding effects of automation on employment. 

While it is difficult to identify the precise effects of AI on employment, the most significant effects 

will likely be seen in low- and mid-skill level jobs, such as those in transportation, office 

administration, and agriculture.38 In 2016, an autonomous truck made its first delivery in 

Colorado; and autonomous vehicles will likely be used throughout the trucking industry within 

the next decade, affecting employment rates in an industry that currently employs 3.5 million 

people.39,40 The effects of automation will be disproportionate on demographic groups 

overrepresented in these occupations. For example, the trucking industry employs 4.2% of the 

black workforce in the U.S., and provides a higher median annual wage than non-driving jobs.41 

In preparing for the effects of automation, governments should consider the disproportionate 

effects on certain demographic segments and design policies and strategies accordingly. 

 

While AI may automate or replace certain tasks such as customer support and office 

administration, it will also create new employment opportunities. Advancements in AI have 

increased demand for skilled workers in fields such as data science, software development, and 

machine learning. Software development, for example, continues to see labor shortage.42 

Service sector industries are also likely to get a boost. In order to remain competitive, workers 

will need skills that focus on creativity or personal interactions such as those required in nursing 

and education.43 Governments should consider alternative methods for equipping their 

communities with the skills and resources necessary to deal with the anticipated transformation 

of the labor market, including development of programs that support continued education and 

digital skills training. 
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“Every time we invent something, we make it easier to invent 
other things using the previous technology.” 

 – Eric Brynjolfsson, Director, MIT Initiative on the Digital Economy44 

 

Hiring and Work Management 

Online Labor Marketplaces 

Online professional talent search platforms such as LinkedIn are now standard tools to connect 

prospective employers and employees. Companies like Gild use data from LinkedIn and other 

sites, along with employer data, to find suitable candidates for open positions.45 As online 

platforms become the dominant method for looking for jobs, it becomes essential to ensure 

impartiality in these results. The search results in online platforms are driven by machine 

learning algorithms that often tailor information to a person’s browsing history and known 

characteristics. A 2015 study from Carnegie Mellon University showed that personalized search 

recommendations could be discriminatory, finding that Google displayed fewer ads for high 

paying jobs to female users than their male counterparts.46 

 

Online platforms for on-demand labor recruitment such as TaskRabbit and Fiverr have been 

shown to exhibit bias inadvertently. Since the sites’ recommender systems take into account 

users’ feedback when suggesting an individual for a task, negative reviews or lack of reviews 

can cause individuals to fall in the rankings, reducing their likelihood to be selected. For 

example, on both TaskRabbit and Fiverr, users were found to leave more negative reviews for 

black workers. Similarly, people who hired women were less likely to leave feedback on their 

performance on TaskRabbit, a criterion considered in the platform’s job recommender system, 

decreasing the number of job opportunities presented to female workers.47  

 

While the systems are not designed to be discriminatory, recommender systems can reflect the 

biases of those using these platforms. Algorithms designed to incorporate recommendations 

and feedback from users into the functionality of the recommender systems could provide 

biased results. Companies like Airbnb have made efforts to reduce conscious and unconscious 

bias through their platforms by deemphasizing functionalities such as photographs that explicitly 

identify platform users.48 While demographic characteristics may make the online platforms 

safer and trustworthy, they also increase the opportunity to perpetuate biases observed offline.  
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Identifying and Mitigating Discrimination in Recruitment and the Workplace  

A 2003 study showed that resumes of individuals with Caucasian-sounding names received 

50% more callbacks for interviews than resumes with African-American-sounding names even 

though the resumes were nearly identical.49 One rationale for introducing automated decision-

making into the recruiting and hiring process is to replace subjective human decisions.49 

Startups like Gild, Ideal, and HireVue use machine learning to automate parts of the hiring 

process with claims of making the process more efficient and equitable. Natural language 

processing can be applied to screen resumes for relevant skills, decreasing effects of reviewer 

bias and yielding a more diverse applicant pool. GapJumpers and HireVue use digital 

assessment tools that are potentially less biased than human judgment to conduct performance 

evaluations and digital interviews for applicant screening. However, a 2016 White House report 

claims that “if a machine learning model is used to screen job applicants, and if the data used to 

train the model reflects past decisions that are biased, the result could be to perpetuate past 

bias. For example, looking for candidates who resemble past hires may bias a system toward 

hiring more people like those already on a team, rather than considering the best candidates 

across the full diversity of potential applicants.”50 

 

AI can also be applied in novel ways to highlight and address employers’ unconscious bias in 

the workplace. Platforms like Joonko offer digital ‘diversity coaches’ that allow “organizations to 

address workplace bias as it occurs.”51 The platform uses data from a company’s internal data 

management system to detect unconscious biases in how tasks are allocated and work is 

rewarded. The platform also provides suggestions to employers on how to address possible 

discriminatory behavior. Platforms such as these use AI to close gaps in opportunity for tasks 

leading to merit and promotion between various demographic groups. 

 

Task Streamlining  

With increasing urban population density and 

decreasing budgets, city governments must 

formulate new strategies to streamline their 

operations. AI offers cities an opportunity to 

make their work more efficient and equitable 

by optimizing task allocations for their staff 

and agencies.  

 
Making Public Services Accessible 
 
One of the most evident gains from AI has been in 
language translation tools. Just as Google 
automatically translates webpages, AI platforms 
such as Unbabel can translate business operations 
into over 14 languages. City governments can use 
such systems to make their services accessible to 
the linguistically diverse communities they serve. 
These tools can help fulfill federally mandated 
responsibility to ensure non-English speakers can 
access programs and services that receive federal 
funding. 
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AI-enabled “chatbots” can provide the public with quick answers to important service questions, 

reducing backlogs and costs while enabling government employees to focus on more complex 

tasks. Chatbots have been piloted to help residents apply for government housing, answer non-

emergency public health questions, and apply for a business license.52,53 In addition to 

streamlining tasks, Chatbots also feature the ability to communicate in foreign languages, 

enabling more personalized and effective citizen-government interaction.  

 

AI can also be used to predict work demand and create efficient task schedules. Engineering 

tasks on Hong Kong’s subway system are scheduled and managed by AI. An analysis by the 

Brookings Institution showed that “during a typical week, about 10,000 workers carry out around 

2,600 engineering tasks ranging from smoothing rails to replacing tracks. The cognitive system 

saves about two days per week by optimizing scheduling of tasks and allocation of resources.”54 

Microsoft’s ‘Connected Field Service’ uses IoT to monitor field sites and consequently improve 

scheduling of employees in the field.55 

  
Public Services 
AI can help governments better manage and allocate resources and services effectively by 

reducing backlogs, overcoming resource constraints, and optimizing response efforts. Predictive 

risk assessment and response optimization can help cities better prepare for future 

contingencies and allocate resources accordingly.  

  

Risk Assessment and Support in Social Service Programs 
Social service programs are targeted to assist the most disadvantaged populations. Such 

programs typically require continuous follow-up from caseworkers, yet resource constraints 

often limit the individual attention that program beneficiaries need. Incorrect determinations by 

caseworkers and poor adherence to recommendations by participants not only hinders 

progress, but can further compound the constraints of the administering organizations. IBM’s 

Human Outcome Analytics attempts to improve the performance of social service programs by 

combining individual assessment data with historical records to formulate strategic plans for 

participants. Applying AI tools to the social services sector should be approached with caution, 

however, since decisions are highly context-specific. Risk assessment tools that use individual-
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specific data are likely to capture features of race or gender and incorporate them into the 

decisions, which could lead to discriminatory results that are hard to detect.56 

 

Prioritizing Inspections 
Health and safety inspections are essential urban governance tasks, and enforcing compliance 

with local regulations is critical to ensuring the safety of city residents. Yet for most units, the 

workload is substantially greater than the available inspectors can meet, necessitating use of 

random selection of inspection locations. In this case, predictive analytics can help prioritize 

inspections by identifying high-risk locations.57  

 

The New York City Fire Department deployed the Risk-Based Inspection System (RBIS), an AI 

model that predicts fire likelihood based on a variety of variables such as building structure and 

past violations.58 Data from multiple cities add to the richness of the model. Application of an 

RBIS can help any city address the shortage of inspectors vis-à-vis the large number of 

buildings by better targeting inspections at high-risk locations.  

 

Social media and crowdsourced data can also play a role. To improve food safety and public 

health, Las Vegas experimented with using Twitter data. The city analyzed approximately 

16,000 tweets daily to identify keywords indicative of food-borne illness in relation to specific 

restaurants. These insights were used to create a high-priority list for inspection. The targeted 

inspections outperformed random inspections, resulting in citations in 15 percent of targeted 

inspections compared to 9 percent in randomly selected inspections.59  

 
Natural Disaster Prediction, Management, and Response 
Effective emergency response can save lives, minimize civilian injuries, and reduce property 

and infrastructure damage. The ubiquity of sensors and increased computing power allow cities 

to monitor several ecological factors that can help predict natural disasters or provide early 

warnings. Current systems such as ShakeAlert, built by the Seismology Lab at UC Berkeley, 

have developed predictive algorithms that can provide an alert for an impending earthquake a 

minute before it strikes. The Bay Area Rapid Transit (BART) system in the San Francisco Bay 

Area uses this alarm to slow down its trains to prevent derailment.60  Scientists at Los Alamos 

National Laboratory are also using machine learning techniques to predict earthquakes months 

in advance.61  
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Figure 4. The One Concern platform for disaster prediction and response optimization. Source: OneConcern.com 

 

Emergency response requires 

coordinated action by several agencies. 

One Concern, a U.S.-based startup, 

enables formation of targeted response 

strategies by offering simulations of an 

earthquake’s effects based on building 

characteristics and adjacent social and 

ecological features such as soil data and 

location of water bodies, population 

density, and geographic changes over 

time (see Figure 4). After an earthquake 

strikes, the platform can be used to 

allocate tasks to relevant agencies and 

track their actions in real time. One Concern is currently being used in San Mateo County, 

California, and its predictive capabilities have proven effective at identifying priority disaster risk 

areas at the city-block level.62  

 

 
Decision Support Systems for First 
Responders 
 
AI systems can assist first responders in the field as 
decision support systems. The Jet Propulsion 
Laboratory at NASA has developed AUDREY, an AI-
enabled system that tracks individual firefighter’s 
movements and makes recommendations on how the 
crew can better coordinate its response. AUDREY not 
only increases the effectiveness of firefighters during 
crises by helping identify objects among debris, it also 
monitors firefighters’ health. This can potentially 
address issues such as the high incidence of heart 
attacks among firefighters. 
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AI tools can also be used to accelerate response among different agencies and increase lead 

time. IBM’s Intelligent Operations Center for Emergency Management draws data from 

disparate sources such as street cameras and police reports, to identify a range of possible 

threats and alert multiple departments simultaneously, enabling a more concerted response 

among relevant emergency services. 63  

 

Tracking Epidemics and Catastrophic Events 
User-generated content on social media platforms allows real-time event tracking. CrowdBreaks 

is a disease surveillance system that uses Twitter feeds and hashtags relevant to a given 

disease to identify at-risk locations and populations.64 Such systems can be used to provide 

early warnings, which can save critical time in managing epidemics. During the Ebola outbreak 

in 2014, AI helped track population movement patterns and outbreak locations to inform public 

health tactics. These AI systems used cell phone data to estimate the spread and extent of 

infection rates in the region and to help health agencies target health screenings and security 

checkpoints at airports.65 

 

Banjo, a startup based in California, analyzes mass amounts of social media data worldwide to 

identify and explain events as they occur in real time. The software combines the analysis of 

text and metadata (e.g., location and time) with computer vision algorithms to enable real-time 

analysis and insights of images posted through social media. The company has mapped the 

world into a grid of 35 billion squares. If abnormal posts or images start emerging from within 

one of the squares, the data are flagged and analyzed. For example, Banjo was used to 

assemble photos in near real-time from the scene of the Boston Marathon bombing, revealing 

insights into the location and impact of the detonated bombs. Recently, it identified an Amtrak 

train collision in Philadelphia within five minutes of its derailment and was able to identify a fire 

at an Amazon data center in Virginia before the fire department arrived.66 
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P r e p a r i n g  f o r  A I  i n  G o v e r n m e n t  

“Artificial intelligence presents a cultural shift as much as a 
technical one. This is similar to technological inflection points of 
the past, such as the introduction of the printing press or the 
railways.” 

- Kate Crawford and Meredith Whittaker, AI Now 67 

 

AI offers great potential to revolutionize how cities function—making them more efficient, 

transparent, and inclusive. However, these gains will not be achieved without a corresponding 

change in governance culture.68 This cultural shift will not only involve city leaders but also 

citizens who access public services through these new systems. It will be necessary to train city 

leaders on capacities and limitations of these new tools. Programs like the Bloomberg Harvard 

City Leadership Initiative, which offers executive education and coaching for city mayors and 

their senior staff, can enable focused training on application and management of AI-enabled 

technologies. It will also be important for citizens to understand the benefits and of risks of AI 

and become accustomed to interacting with AI-enabled tools as a point of contact for public 

services.  

 

Coding Inclusivity into AI 
AI can be applied to some of the toughest challenges in civic governance. This paper has 

highlighted applications in the domains of public safety and law enforcement, labor, and public 

services. In addition to enabling efficiency and financial gains, AI tools can help detect and 

mitigate human bias in decision-making.  

 

Recent applications of AI have also brought to light multiple cases of discriminatory outcomes 

for protected groups. These anecdotes serve as early warning signs against unbridled optimism 

about the use of AI for urban governance as AI can also serve to perpetuate existing social 

biases and exacerbate inequalities. Public understanding of AI technologies and their 

implications for society is still evolving. Placing inclusivity as a core goal in the design and 

application of these tools can better ensure that city leaders are aware of and responsive to 

emerging benefits and risks. At the very least, careful consideration of potential discriminatory 
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effects of AI should be recognized and corrected for, to the extent possible, before integration 

into government processes.  

 

While AI systems can help reduce bias from human subjectivity in day-to-day decisions, 

subjective judgment can still be engrained into these systems. Figure 5 details different points in 

the design process that involve human subjectivity and are thus vulnerable to bias. Even in the 

absence of malicious intent, discrimination could permeate AI systems through incorporation of 

value-laden data, prioritization of subjective factors, and faulty decision-making processes. 

Detecting and mitigating unintentional discrimination through AI systems is difficult. The 

following section details some of the overarching steps that city governments can take to better 

prepare themselves to benefit from AI systems in their daily processes while mitigating risks of 

discrimination.  

 

 

 
Figure 5. Considering Design Implications for Inclusivity in Predictive Models 

Invest in Data  
Machine learning algorithms classify, identify, and predict based on relationships identified in 

past observations. Since data are at the core of machine learning algorithms, its quality 

determines the performance of the model. It is important to consider how data can perpetuate 

discrimination.  
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Unequal Representation of Different Classes 

Ideally, the data on which the AI model is built 

should represent the population targeted. In 

reality however, this might not be the case. For 

example, populations with limited access to 

smartphones or the internet might be poorly 

represented in data collected from online 

sources. Decisions based on predictions from 

such data would continue to ignore the needs of 

these communities.69 For example, an AI model 

that uses only information from previously 

submitted resumes to train which candidates to 

prioritize might erroneously neglect individuals 

with unconventional backgrounds.  

   

Human Biases Captured in Data  

Many AI models aim to reduce inconsistencies in human decisions resulting from implicit or 

explicit biases. Yet the data on which these models are trained often capture these biases. For 

example, neighborhoods more likely to be patrolled in the past may have seen more arrests. 

Predictions from such data could continue to highlight the neighborhood as a crime hotspot 

without legitimate reasons for excessive patrolling. While models using historic data may reflect 

prejudices of past human decisions, models using real-time inputs such as recommendation 

systems can reflect the prejudices of currently active users. 

 

Cities can take steps to address concerns of discrimination from data through the following 

practices: 

 

• Critically Evaluate and Correct Data-Collection Processes.  If cities have reason to 

believe their data are selectively under- or over-representing certain groups, they can 

target their collection to compensate for skewed representation. Agencies should also 

carefully consider the specific information they collect. In absence of good predictors, 

algorithm designers might use features of the limited dataset that might not only be less 

accurate but also revealing of group membership and could result in discriminatory 

 
Street Bump 

 
“Boston’s Street Bump app, collects 
smartphone data from drivers going over 
potholes. However, if cities begin to rely on 
data that only come from citizens with 
smartphones, it will necessarily have less 
data from those neighborhoods with fewer 
smartphone owners, which typically include 
older and less affluent populations.  
 
Boston’s Office of New Urban Mechanics has 
made concerted efforts to address these 
potential data gaps, less conscientious public 
officials may miss them and end up 
misallocating resources in ways that further 
entrench existing social inequalities.” 
 

- Kate Crawford, Think Again: Big Data, 
Foreign Policy 
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results. Thus, agencies should critically evaluate the predictors in their models, checking 

and correcting for discriminatory results.   

 

• Retrain Models on Newer Data. Public service agencies should also consider 

periodically re-training their models on fresh data to ensure that any patterns based on 

historic data are not repeated in future decisions.  

 

Clarify Subjective Design Criteria 
While algorithms make consistent decisions, these decisions are based on criteria specified by 

the designers of these models. It is important that the model’s design reflects the values and 

intentions for its application. Thus, we recommend that public service agencies carefully decide 

error thresholds, define target variables, and define fairness, to the extent possible: 

 

• Decide Error Thresholds 
Machine learning algorithms can be designed to penalize misdetections (false negatives) 

and false alarms (false positives) differently. While it might be more important for a city 

to detect all the buildings at risk of fire, another city might consider it more important to 

minimize false identification of safe buildings to reduce staff time and expense. This 

minimization of false identification might come at the cost of a few more misdetections. 

Thus, cities must not only decide on the maximum error rate for the predictive algorithm, 

they must also weigh the relative importance of the two kinds of errors. These thresholds 

are likely to depend on the specific application and resource constraints in a city. 

 

• Define Target Variables 

The first step of machine learning requires translation of variables to be considered into 

more formal terms in the model. The behavior to be predicted must be captured in a 

finite set of values of a variable. While this translation can be better performed through 

contextual understanding, it is necessarily a subjective process. For example, in 

designing an AI tool that selects prospective employees from a pool of applicants or 

decides whether an employee should be promoted, the designers must first define what 

makes a “good” employee in ways that correspond to measurable outcomes: relatively 

higher sales, shorter production time, or longer tenure, for example.5 It is critical that the 

effects of how target variables are defined be considered and evaluated for 

discriminatory implications.   
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• Define Fairness 

Whether with the intent of mitigating bias in human decision-making or monitoring the 

discriminatory aspects of newer algorithms, cities must clarify the factors they consider 

discriminatory. This is especially important for applications in law enforcement, as there 

are multiple definitions of fairness and not all may be satisfied simultaneously.70  

 

Within law enforcement, fairness as defined by demographic parity insists that an equal 

proportion of defendants are detained in each protected group.71 Such a definition can 

be problematic since one might incarcerate women who pose no public safety risk in 

order to release the same proportions of men and women on probation. Another 

definition of fairness could be that conditioning on legitimate factors, the algorithm is 

equally accurate for all classes. For example, among defendants who have the same 

number of prior convictions, black and white defendants are detained at equal rates. In 

summary, cities must first define their criteria for fairness in order to inform the model’s 

design and explicitly share these definitions to enable assessment of whether the 

models are discriminatory.  
 

Support Equity in Innovation 
A commitment to inclusivity not only mandates parity in decisions made by AI models but also in 

access to resources to participate in this new wave of innovation. Most research in the field of AI 

is concentrated in academia and a few large technology companies. Currently, writing and 

reading code is a specialized skill.72 As AI systems become more complex, they threaten to 

widen the existing digital divide; those affected by decisions of AI tools might not have adequate 

technical literacy to understand or contribute to their development, application, evaluation, and 

outcomes.  

 

Developing AI tools also requires access to vast amounts of data and computational resources, 

which tend to be expensive and proprietary. Economic constraints limit access to these 

necessary resources, potentially excluding some demographic groups from innovating in the 

field. Greater diversity among developers is not only necessary to share future economic 

opportunities equitably, but will also increase the likelihood that these systems reflect the needs 

of diverse communities. Governments should invest in technical literacy and foundational 

infrastructure to enable more equitable access to rapid developments in the discipline. Some of 
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the ongoing efforts such as the U.S. Department of Education’s program to provide financial 

support to students in coding programs and online courses can help expand coding literacy. 73  

A number of non-profits such as Code.org and Girls Who Code are working to make coding 

skills more accessible.74 Technical literacy will enable people to understand the assumptions 

made by AI models, question their application and impact, and suggest and develop alternate 

use cases.      

 

Managing Uncertainty 

Criteria to Consider when Choosing AI 
As with other new technologies, using AI tools in civic decision-making is accompanied by a 

degree of uncertainty. While technologists in the field are building and analyzing underlying 

algorithms, other researchers are exploring the impact AI will have within society at large. Given 

this uncertainty, public service agencies considering using AI should clarify their reasons for 

doing so. These reasons could be efficiency gains, effectiveness, or greater inclusivity in service 

delivery through consistent and transparent decisions. Yet AI-enabled technologies do not 

automatically guarantee these outcomes. AI works well for problems that lend themselves to 

formalization in a way that computers can understand. Thus, not all policy challenges lend 

themselves to the utilization of AI. Furthermore, while gains in efficiency and effectiveness from 

these technologies might be quantifiable, the inadvertent discriminatory outcomes may be 

harder to observe and have wide-reaching negative effects.  

 

The following section lists four qualitative features of AI-enabled technologies that cities should 

consider. These criteria can help public service agencies navigate the uncertainty regarding 

risks of AI while phasing in these tools to support their ongoing work.  

 

Transparency 

Technology companies building AI tools often guard the underlying algorithm as proprietary, 

claiming that secrecy is necessary to maintain their competitive advantage and to incentivize 

innovation in the field. Secrecy might also be necessary from a security perspective—if the 

parameters of decision-making through an algorithm are known, the system may be gamed to 

yield specific results.  
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On the other hand, intentional secrecy makes it harder to inspect or regulate the systems, 

making erroneous behavior harder to detect—the social, political, and economic ramifications of 

discriminatory prediction or classification could have deleterious effects that are not easily 

identified or corrected. Secrecy reinforces power asymmetries between the developers of the 

algorithms and those affected by their decisions.  

 

Opening access to the algorithm, or to the extent possible the factors considered within the 

model, could increase its transparency and trustworthiness by allowing greater scrutiny among 

a diverse group. Some of the concerns regarding gaming of an open-source algorithm can be 

addressed by using factors for prediction that are less susceptible to manipulation. For example, 

in medical applications “it is preferable to base risk-adjustment systems on diagnosis-related 

health data, rather than on treatment data,” because the former is more resistant to 

manipulation.75 However, restricting the number of parameters on which an algorithm predicts 

future risk can come at the cost of predictive performance.  

 

Some machine learning algorithms—specifically those in which the application developer does 

not specify the predictive features (such as neural networks)—can select features that might 

make limited or no sense to humans designing these algorithms. While the predictive accuracy 

of such algorithms might be high, it would be difficult to explain the classification of the target 

factors by the model. In several decisions affecting daily civic life, the results must be 

explainable. Consequently, results from AI models must be interpretable. In some domains such 

as the credit market where explaining the logic of decisions is legally mandated. The European 

Union's new General Data Protection Regulation, has tried to address this issue by creating 

provisions for a ‘right to explanation’ meant to allow individuals to demand explanation about an 

algorithmic decision made about them. Yet, this right has been argued as legally only providing 

a ‘right to be informed’ that a decision has been made through the use of automated decision-

making in order to enable the individual to contest the decision, not for the individual to receive 

a full explanation of how the algorithm made its decision.76 

 

Autonomy  

AI technologies can automate in several ways—they can relieve workers by taking over 

mundane tasks, they can complete some of the sub-tasks, they can augment skills, or they can 

replace a job previously done by humans (such as language translation).77 As cities incorporate 
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AI systems into their daily processes, they must consider whether the systems supplement or 

reduce human agency in decision-making processes and the implications of the latter. 

 

Clearly, human agency is critical in some domains. For example, delegating legal decisions to 

autonomous systems could challenge fundamental assumptions about legal due process and 

could produce spurious outcomes that current ethical and legal frameworks are ill equipped to 

address. Greater mechanical autonomy may make it harder to allocate responsibility in 

instances of failure. Thus, AI systems should serve as advisory tools rather than final arbiters.  

 

Indeed, several researchers have proposed that human accountability be designed into AI tools. 

‘Human-in-the-loop’ techniques in machine learning leave room for human input at critical 

decision-making junctures. Besides adding to the accuracy of the algorithms, such techniques 

also ensure some human agency in the final decision. In cases where AI tools are replacing 

human decision-making, cities might consider algorithmic designs that ensure accountability in 

human decisions.  

 

Efficiency 

As some of the cases mentioned in this paper demonstrate, AI can achieve dramatic 

improvements in efficiency by adequately allocating human and financial resources in places 

where these are scarce. In an age of data abundance, AI can facilitate decision-making by 

finding and presenting the necessary information in a timely manner.  

 

AI can help governments become more efficient by enabling prompt emergency response, 

managing workforce, and supporting the work of judicial systems. Risk-assessment tools aimed 

at increasing accuracy of decisions—whether in law enforcement or disaster preparedness—

enable large financial savings by streamlining current processes and preventing future events 

that could be a considerable cost to society. Where possible, agencies should consider a cost-

benefit analysis of using AI-enabled tools prior to deployment. This can help cities better 

evaluate the utility of these tools against some of the risks they present.  

    

Effectiveness 

AI tools can help cities better fulfill their defined mandate. The Risk-Based Inspection System 

used by the New York City Fire Department, for example, helped the fire department prioritize 

at-risk buildings and inspect those that might otherwise have gone unnoticed and uninspected.  
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To assess the effectiveness of its work and the tools deployed, cities must precisely define what 

they aim to identify and predict. For example, cities must clearly operationalize what is 

considered ‘criminal activity’ in risk-prediction tools used in law enforcement. Would the system 

be used to predict the likelihood of committing a felony such as physical harm, or a 

misdemeanor such as vandalism, or both? The process of translating a policy objective into a 

machine learning problem is a subjective process. Cities should take care in this translation 

process and have a good understanding of what these AI tools are measuring.      

 

To monitor the effectiveness of these tools, cities should plan for field trial evaluations. Cities 

could team up with academic institutions or independent agencies to generate and analyze 

performance metrics for AI tools and assess whether and how they improve on the methods 

they intend to replace. At the same time, cities should guard against the unintended 

consequences of effective measurement. For example, being able to precisely identify people 

with higher risk in a population could undermine traditional beneficiaries of social institutions 

such as insurance and other pooled social safety nets or may inadvertently target certain 

demographic groups. Cities should carefully consider the desirability and merits of accurate 

measurement and prediction.  

 

Confronting Tradeoffs 
While evaluating options for AI systems or choosing between different AI tools, cities should 

consider how important each of the aforementioned criteria are in the context of application. 

These criteria might be in tension with one another. For example, a more efficient algorithm 

could be less interpretable and transparent. Similarly, it might be costlier (in time and money) to 

build a system with continuous human inputs; however, ensuring human agency in decision-

making might be critical in some domains (e.g., sentencing guidelines). Figure 6 shows possible 

scenarios of AI applications and considerations for each of these four criteria. Having decided 

the relative importance of these criteria, city leaders can select the technologies that best meet 

their requirements.   
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Figure 6. Criteria to Consider When Implementing AI 

 

Managing Errors 
While cities should attempt to minimize errors at the design phase, they should also craft 

contingency plans for false 

predictions or failure. In 

circumstances where results 

have unexpected or irregular 

predictions—such as labeling 

pre-trial defendants of a 

particular race or 

socioeconomic class as high-

risk—agencies should 

implement another round of 

human review.  Agencies using 

these systems should outline 

points of human agency and accountability to support responsibility and remediation in 

instances of failure. Evaluation mechanisms to assess the performance and potential 

discriminatory outcomes of AI-based tools can help in early detection of system failure and help 

minimize deleterious effects.78,79 

 

Diagnosability 

Agencies should consider the diagnosability of the AI-enabled technologies they are deploying 

(i.e., whether it is possible to know if a given model has failed in whole or in part).80 While 

technical complexity could lead to low diagnosability of technologies, bureaucratic structures 

MiDAS 

The Michigan Unemployment Insurance Agency falsely accused tens 
of thousands of Michigan residents of committing unemployment 
insurance fraud based on the results of the Michigan Integrated Data 
Automated System (MiDAS). “The system had a 93% error rate and 
made false fraud findings affecting more than 20,000 unemployment 
insurance claims. Those falsely accused of fraud were subjected to 
quadruple penalties and aggressive collection techniques, including 
wage garnishment and seizure of income tax refunds. Some were 
forced into bankruptcy.”78 A lawsuit is now pending against the state 
over false fraud findings. While it is unclear if the problem is the 
software or the way it was used, the software development company 
Fast Enterprise is also being tried for the case. The company 
however claims that it would have limited liability.     
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can also add to the challenge. When designing and deploying these systems, city leaders must 

consider methods to make error reporting and detection more convenient so system failures 

may be caught with minimal negative impact.      

 

AI technologies and their applications in public life are still in their incipient stages and should be 

carefully adopted. While it would be ideal to test the AI tools thoroughly before deployments, not 

all errors may be caught or even anticipated outside of the real-world setting. Public service 

agencies should partner with academic institutions and independent agencies to enable 

continuous evaluations and audits, especially when the underlying algorithms are not public.  

C o n c l u s i o n  
Artificial Intelligence is one of the largest technology shifts happening globally. Cities are well 

positioned to leverage these technologies to improve their efficiency and equity but should be 

mindful of and responsive to potential risks. Explicit attention to fairness and inclusivity in 

design, application, and evaluation of these new technologies will not only minimize inadvertent 

discriminatory effects of these tools, but can also make these revolutionary technologies a force 

for greater social, economic, and political inclusion.   
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